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ERRATA to the Report, Computers and Information Systems in
Higher Education, Part IV of Information Systems in the
State of Minnesota, 1970-1980.

Peter G. Roll
November 24, 1970

Pane 4-52: The second and first naragraphs from the bottom of the
left hand column (beninninn "Computer installations
serving ...." and "Regional or statewide ...") should
be numbered 3. and 4. respectively.

Page 4-63/4-64: The line on this figure labeled DULUTH RE'IONAL CENTER
should not be blank, but should contain the following
facilities expansions as implied by Tables 5.2 through 5.5:

1972: Computer core memory exnansiwo
1973: Computer core memory exnansion
1976: Substantial exnansion or renlacement

of computer.

Page 4-49: Title for Table 4.5 should read "Summary of monthly Lease
Costs Associated with Each of the Deployment Configurations
Analyzed for 1975 (1970 Dollars)"

Appendix H.9, Title nage: The title of this Aopendix should read,
ALTERNATIVE DEPLOYMENT CONFIGURATIONS FOR COMPUTERS
IN MINNESOTA HIGHER EDUCATION Ill 1975.

Page 4-66, Table 5.1: Add to footnote (n): The equivalent annual lease
and recommended support budgets for the olankato Regional Center
are $324,000 and $300,000, respectively.

Page 4-67, Table 5.2: The table title should read, "Pronosed Funding
Schedule for Computing Equipment to be Added During 1971-75."

Pane 4-68, Table 5.3: A footnote should be added to this table ate, follows:
The total equivalent annual lease costs for each of the years
1071-1975, including equipment acquired prior to 1971 as well
as the added facilities, may be obtained by adding the figures
in the third column of Table 5.1 to the costs in this table.
Rote that, accordino to Footnote (m) in Table 5.1, the flour?
$324,000 must be used for the eouivalent annual lease cost of
the Aankato computer, rather than the 5200,000 estimated for
the partial year 1970-71.



ERRATA (Continued)

Pages 4-69 and 4-70, Tables 5.4 and 5.5: A heavy line should be drawn
below the entry ARFA VOCATIONAL-TECHMICAL scuonLs, to
separate it from the unrelated items just below.

Page 4-72 and Page 2-22 in the Summary: To maintain consistency with
the added footnote to Table 5.3, $124,000 should be added
to the facilities and total costs in the small table for
the years 1971-75. Nith this addition and correction of a
tyoographical error in the 1971-72 Support cost, the table
will read as follows:

ANUUAL COST DATA

Academic
Year Facilities Support i Total

1970-71 2,360,000 1,864,000 4,224,000

1971-72 3,073,000 2,684,000 5,757,000

1972-73 3,687,000 3,164,000 6,751,000

1973-74 4,121,000 3,754,000 7,375,000

1974-75 4,796,000 4,338,000 9,134,000



PART IV
HIGHER EDUCATION

PREFACE

The length and somewhat tedious detail of this
study of computers in Minnesota higher
education is at least as apparent to its authors as
it will be to its readers. Section 1 of the report
argues the necessity of computers in higher
education today, in terms of the objectives of the
give systems of post-secondary education in
Minnesota. The final section, Section 5, presents
30 specific recommendations for providing
Minnesota higher education with the computing
capacity it needs over the next five- and ten-year
periods, complete with estimated budget
schedules and commentary on the relationship of
the projected costs to national standards and
other costs of higher education. By reading these
two sections, the reader who lacks time to digest
the entire report will be exposed to most of the
important points and recommendations contained
in it. In between, Section 2 covers the present
status of computer facilities and activities in
Minnesota higher education; Section 3 contains a
quantitative analysis of the needs for computing
capacity over the next ten years; and Section 4
converts this needed capacity into general
computer hardware configurations and
geographical deployments, and estimates the total
costs involved. Those readers who are unfamiliar
with computer systems using remote terminals
may find it especially helpful to read Section 4.3,
and perhaps Secti-ms 4.1 and 4,2, to learn just
what is involved in them.

Frequent reference is made in this part of the
report to ten Appendices, labeled H.1 through

I

H.10. These appendices contain information on
the conduct of the study, papers written on
special topics of importance to computer
applications in higher education but which could
not be covered adequately during the study, and
details and tables of results from the analyses in
Sections 2, 3, and 4 of the main report. These
appendices are not bound in copies of the general
report which also addresses information systems
in state and local government. The interested
reader may obtain a copy of the higher education
report bound together with its Appendices from
the Higher Education Coordinating Commission.

Finally, we should like to emphasize that,
although the recommendations and development
schedules in Section 5 are in a sense a "Master
Plan" for computing in higher education in
Minnesota, they cannot and must not be
interpreted as specific, rigid implementation plans
or schedules, but rather as guidelines for the
development of specific implementation plans
and for the evaluation of those plans. It is
properly the function of the various systems and
institutions of higher education to develop and
propose specific, detailed implementation plans,
and the function of the coordinating
organizations and the State Legislature to
evaluate and fund the plans. If this report is
acceptable, it may provide a useful basis for
planning and evaluation, but the hard work of
detailed planning and implementation must be
left to higher education itself.
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1. INTRODUCTION

During the pget two decades, the development of
electronic computing and data processing
machines has had a profound impact on all
aspects of American society an impact
unmatched by other technological developments
in our history. Starting in the late 1940's as the
esoteric research tool of a few scientists and
mather, i.ticians, computers have invaded almost
every part of our economy and society. Science
and engineering were the first areas; then came
applications to fiscal operations of business and
other large organizations, and to the operations of
government. Computers have become the tools of
the artist and musician, the literary scholar, the
printer (automatic typesetting), the surveyor, the
carpenter (job estimating), and even the taxpayer,
who today can avail himself of several services
which make use of remote, time-shared computer
terminals to assist in filling out IRS Form 1040.
Rather than merely automating traditional
procedures formerly carried out by large numbers
of clerks or engineers, electronic computing and
data processing machinery has begun to change
profoundly the systems and organizations which
use them business, industry, government,
hospitals, education. To quote from a report of
the President's Science Advisory Committee in
19671,

After growing wildly for years, the field of
computing now appears to be approaching its
infancy.

A technology with this social impact must, and
has, invaded higher education. The computer has
evolved in higher education from an object and
tool of research to both an object of instruction
and a tool of instruction. This evolution has
proceeded in a relatively uncoordinated way, in
Minnesota as well as elsewhere in the nation. The
evolution has by now progressed to the point at
which the computer is beginning to have
significant effects on the methods, content, and
organization of higher education. It is the need

for coordination of these efforts, and the costs of
providing the computer and data processing
facilities which they imply, which led to the
present study.

This report will endeavor to provide answers to
the following questions:

Why are computers r.eeded in higher
education?

How much computer capacity is needed to
serve higher education in Minnesota?

How much will this computer capacity
cost?

How can computer applications in
Minnesota higher education be coordinated
and organized effectively to provide the
maximum benefits to students and society,
at the least cost to the taxpayer?

As the location of a significant fraction of the
American computer and computer-related
electronics industry, the State of Minnesota has a
special stake in the health of that industry, and in
the vigor of programs in higher education which
use or relate to the products of the computer
industry. However, it will be the objectives of
higher education in the various systems and
institutions which form the basis for the analysis
directed at the above questions, and for the
recommendations at the end of this report.

THE OBJECTIVES OF POST-SECONDARY
EDUCATION

Higher education in the United States
traditionally has had three objectives:

Instruction

Research

Public Service

4-1



Some kinds of institutions divide their efforts
among all three missions, and others speciali2.e in
just one or two of them. To understand the place
of computers in meeting these objectives today, it
is important to have a clear understanding of
what the objectives really mean, and which of the
objectives apply to each of the five systems of
higher education in Minnesota:

The University of Minnesota

The State Collages

The State Junior Colleges

The Area Vocational-Technical Schc- !s

The Private Col leties

Although referred to in this report as "systems",
the last two listed are not coherent systems in the
same sense as the first three. The Area
Vocational-Technical Schools are creatures of
local government Independent or Intermediate
School Districts coordinated by the State
Board of Vocational Education and the State
Department of Education. As such, they are
represented indirectly in the other two major
parts of this study, covering state agencies and
local government. Sixteen of the private colleges
d re members of the Minnesota Private College
Council, through which they are represented on
the Higher Education Coordinating Commission.
They do not form a "system" in any but the
loosest sense of that word.

Each of the three objectives of higher education is
now addressed in turn.

Instruction

Instruction of students is the primary reason fox
the existence of post-secondary institutions in
this country, and for some of the institutions, it is
their only objective. But there are three kinds of
instruction which are distributed among the five
systems

General education of students to
understand and appreciate themselves,

other people, and the physical, social, and
intellectual world in which they live. This
kind of instruction is an important
function of the university, the state

4.2

colleges, the private colleges, and transfer
and some nontransfer programs in the
junior colleges. In the classical sense, this
objective is the heart of a liberal arts
education. However, It does not play

a major role in the Area
Vocational-Technical Schools.

Vocational training. This ''ind of
Instruction is the exclusive objective of the
Vocational Schools, the vocational
programs In the junior colleges, and certain
vocational programs in the colleges and
university. It is aimed at preparing students
to enter a job and begin earning their pay
within a few days after they start, on the
basis of the specific training they have
received. The jobs for which vocational
training is provided are well defined, and it
is relatively easy to establish a successful
training program and determine whether or
riot a student has complete) it
satisfactorily.

Professional education. The objective of
professional training is not to produce
graduates who can step into a job and
begin producing immediately (although
this may happen), but to prepare a person
with a basic understanding of his field, the
methods, techniques and tools used in it,
and the discipline necessary to learn what
is needed to do a job and to direct and
manage others in getting it done. A person
with professional training at the
undergraduate or graduate level may be
unable to perform many tasks as well as
the graduate of a nondegree vocational
program. But it is from this group that
most of the managers and executives come,
and the people whose work leads to new
kinds of jobs for others, and new ways of
doing old jobs. Most students in a liberal
arts curriculum today acquire in addition a
considerable amount of training relevant to
some vocation or profession. Professional
and pre-professional training is the
responsibility of the state and private
colleges and the university. Most of the
advanced graduate education, and
professional training in areas such as law,
engineering, medicine, and other health



sciences, is concentrated on the lbiversity
of Minnesota's Twin Cities campus.

To maintain a viable system of post-secondary
education meeting the needs of the state for
trained manpower, an informed and articulate
citizenry, and a satisfying life, Minnesota must
support all three kinds of instruction. The results
and payoffs of vocational and professional
education are easiest to recognize, but the general
level of understanding and sensitivity of the
people, enhanced more by general education, may
be as important to the welfare of our society in
the long run.

Research

Research may be defined as the expansion of
knowledge and the development of techniques,
methods and devices for solving problems related
to the natural world and to man and his
institutions. It is on research that the progress of
society depends. The principal resource of the
State of Minnesota for research is the University
of Minnesota. Within higher education, the state
colleges and some of the stronger private colleges
also have a mission which includes research,
though to a lesser extent than the university. The
junior colleges and area vocational-technical
schools do not serve as research institutions,
except in the broad sense applicable to all
institutions, whether they are in education or
outside, public or private: all institutions must
carry out research on their own operations, to
determine whether they are meeting their goals
and how to increase their effectiveness ar...1

efficiency.

Much research is of value to the state and the
nation in terms of its results and applications; this
is a public service of higher education. But
research is a necessity for institutions whose
mission includes graduate and post-graduate
professional education. The basic understanding,
the ability to use the tools and methods, and
most especially the self-discipline required to
learn and to generate new knowledge when it is
needed these attributes are imparted to

graduate and post-graduate professional students
through their participation in research. Whether
these students remain in research when they leave
the university or pursue their field as practitione,s
in some other way, it is the research-generated
self-discipline and self-motivation for continual
learning which characterizes them as
professionals, and in which the value of their
education resides.

Public Service

In a broad sense, education and research are a
service to society. In addition, however,
institutions of higher education in the United
States have traditionally provided more direct
services to the public as part of their mission. This
began with accurate time-keeping service to the
local community by the college astronomer
(before the days of widespread telegraphic
communications and railroad time zones), and
agricultural extension services through the
land-grant colleges. Today public services are
provided by colleges and universities not only to
agriculture, but to businesses, schools and school
districts, the health care industry, governmental
agencies, the housewife, urban renewal projects
almost all segmerts of society. These services
most often grow out of the other two functions
of higher education. Instruction has led to
evening and adult education classes, and large
Extension and Continuing Education Divisions
within various institutions. And many of the
results and methods of research, particularly at
the University of Minnesota, have been developed
by faculty members, working in cooperation with
outside groups, for application to some of the
problems of a segment of society or of the state
as a whole. If higher education were not
performing these services, other institutions
would have to be created to provide them.

Institutional Support of the Objectives of Higher
Education

Just as have most other institutions of our
society, higher education has grown large,
complicated, and expensive. The organizational
structures required to support college and

4-3



university faculty in carrying out their three
missions have become more conspicuous, more
important, and also more costly. Two support
services which directly affect and are necessary
for the primary instructional function of higher
education are:

Student services financial aid, assistance

in obtaining living accommodations and
meals, extra-curricular activities, etc.

Learning resources libraries, audio-visual

media, television, laboratory equipment,
and even the computer itself. All of
educational technology and applied
learning psychology would fall in this

category.

These two activities draw upon the results of
relevant research, and may carry out research and
development work where it is needed to improve
their support services. The results of this kind of
development effort, as well as many of the
resources used in higher education, are also
available as a service to the public. The University
of Minnesota Libraries, for instance, are a

resource available to the people of the State.

OBJECTIVES

SUPPORT
ACTIVITIES

44

INSTRUCTION

Supporting and managing the operations of each
institution and system of higher education is an
administration which, through its respective
governing board, is legally responsible to the
public for the operation of the institution or
system, and for the successful accomplishment of
its missions. Administration must carry out the
research and develop the information and fiscal
systems necessary to effective and efficient
management of the educational enterprise.

Figure 1.1 may be useful in illustrating the
relationships between the three objectives of
higher education, which are always uppermost,
and the supporting activities required to achieve
them effectively and efficiently.

THE ROLE OF THE COMPUTER IN MEETING
THE OBJECTIVES OF HIGHER EDUCATION

Having defined the goals of higher education, it is
necessary now to define the functional areas
which need computing services or facilities, and
then to justify the needs in terms of the goals of
higher education. For ease of discussion, several
different functional areas have been defined and
will be discussed in turn.

RESEARCH PUBLIC SERVICE

LEARNING
RESOURCES

STUDENT
SERVICES

ADMINISTRATION I

FACULTY

ADMINISTRATIVE
STAFF

Figure 1.1. An Organizational Structure Supporting the Objectives of an Institution of Higher
Education (Suggested by Dr. R. W. Brady, Ohio State University)



Administrative Data Processing

Student records, personnel files and accounts,
financial records and transactions, property and
space inventories, and curricultr, and scheduling
represent most of the administrative and student
service activities in a college or university. These
are tasks which lend themselves to electronic data
processing, just as have the administrative data
processing requirements of business, government
agencies, and other large organizations. There is
no essential difference between administrative
data processing in institutions of higher education
and in businesses or other organizations of
comparable size and complexity. For this reason,
the benefits of electronic data processing in
higher education are similar to those which have
induced many large businesses and industries to
automate their administrative activities; namely,
increased effectiveness in the form of better and
quicker service, and increased efficiency in terms
of decreased costs or cost:: which do not rise as
fast as they would otherwise. The real benefits to
be gained from administrative applications of
computers are the development of effective
college management information systems to
improve the quality of the administrative support
to students and faculty; and program planning
and budgeting systems, so that it will be possible
to determine true costs of programs, and to assign
institutional priorities on a more rational basis
using this information. Just as has been the
experience in business, applications of computers
will force a complete review and revision of
administrative objectives, organizations and
procedures, providing the institutions themselves,
their governing boards, the Legislature, and the
people of the State with much more adequate
information on which to base decisions
concerning the wise allocation of the state's
resources.

Educational Computing

This is the computer application most closely
related to the primary mission of higher
education instruction. But within this category,

there are several kinds of computer applications
which are quite different, and require some
elaboration.

Instructional Computing will be defined as
the use of generallyaccessible computers
by students in all courses requiring
computing, and by graduate students for
their thesis work; that is, computing which
is directly related to the student's learning
activities and which is normally carried out
on large or small generalpurpose
computing facilities. Except for courses in
programming, the computer is used as a
tool for learning (or a "learning resource"),
rather than an object of instruction.

The value of the computer as a

problemsolving tool is readily apparent for
students in such quantitative areas as

engineering, science, accounting, and
statistical analysis in the social and
biological sciences. It may be less obvious,
however, that computers have many
instructional uses other than problem
solving in academic areas ranging from
engineering to the fine arts. Programs are in
use which permit students to interact with
a computer simulation of a bridge or
building structure, an atom, a business
operation, the political system of a city
during an election, or a hospital patient.
Using such simulation programs, students
can acquire experience in making decisions
and investigating the consequences of those
decisions. The computer is being used
successfully to analyze the expository
writing of students in journalism courses at
the University of Michigan. It is making
possible student experience with using and
interpreting information from large social
data bases, such as the census data. And it
has become an important medium for
students in art and music at several

colleges. These and many other
instructional applications are described in
the Proceedings of a Conference on
Computers in the Undergraduate Curricula,
held in June 1970 at the University of
lowa2.

Computer Training includes courses and
programs in which the computer is an
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object of instruction rather than a tool.
For instance, students in data processing
and programming courses at area
vocationaltec nical schools need hands-on
use of either a computer or a
remotejob-entry terminal. This Is the
environment in which they will be required
to function when they get a job. Many
vocational school graduates, in fact, begin
their careers as computer operators, for
which training in operating a specific
computer system is not so important, but
general familiarity with and experience in
handling some kind of computer or
terminal equipment 's most important. For
those students who have regular access
only to a terminal, it is important that,
sometime during their training, they visit a
computer site for a few days of observation
and hands-on experience in how a
computer system functions preferably
one that handles remote as well as local
processing. (These same remarks apply to
the one junior college data processing
program, at Lakewood State Junior
College.)

There are also programs for computer
maintenance technicians in operation or
beginning at two of the area schools
Mankato and St. Cloud. Such programs
require substantial access to computer
hardware which can be taken apart and
reassembled. Therefore, it simply cannot
be used to provide computer service. The
two schools with these programs have two
of the largest computers in the state a

UNIVAC Athena and an RCA 501,
respectively. Fortunately, these have been
obtained as surplus at virtually no cost to
the Minnesota taxpayer, so that these
programs can operate on a reasonable cost
basis.

The programs of the Computer,
Information, and Control Science
Department at the University of
Minnesota, although aimed at a much
different kind and level of student, are in
certain respects similar to those in the area
vocational schools. The graduate and
perhaps advanced undergraduate training
and research functions of this department,
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now in its second year of operation,
require access to software and hardware
systems with which the students can
experiment. It Is not fe,sible to carry out
this kind of training on a computer system
which must also provide service. Therefore,
most major computer science departments
throughout the nation have acquired
special medium-sized or somewhat
out-dated large computers for their own
use (examples: Kansas University, Purdue,
Case-Western Reserve). The University of
Minnesota will need to do this in the near
future.

Special-Purpose Laboratory Computing is a
form of educational computing which is
becomin3 important and even necessary

in certain specialized professional
programs, particularly in engineering. For
instance, the use of process control
computers has become widespread in the
chemical industry. As a result, many
chemical engineering departments are using
small computers as a piece of instructional
laboratory equipment, to control unit
operations and provide real-time analyses
of chemical engineering systems for
students in their laboratory work. In order
for engineering education to remain abreast
of engineering practice, this kind of
educational computing, in which the
computer is again a tool rather than an
object of instruction, will become more
and more necessary. While this type of
educational applicatior is now most
apparent in a few engineering fields, it is
very likely to become a significant factor in
other sciences, and especially in the health
sciences, over the next decade.

Research Computing

Computers were originally developed as research
tools, and over the past two decades they have
become indispensible to research in many of the
fields pursued in major universities. Research
computers can be grouped in three classes.

General-Purpose Service Facilities available
to the entire academic community for
research and instruction. The major share



of the research con...puking at colleges and
universities Is usually handled by
computing facilities of this kind.

Special-Purpose Computing Facilities are
configured for and dedicated to specific
application areas. Although they may be
used for both instruction and research, and
generally by students and faculty in certain
academic areas, they usually are not suited
to or readily available for use outside of
these areas. Two examples of facilities of
this kind at the University of Minnesota are
the CDC 3300 in the Division of Health
Computer Sciences, dedicated to and
funded largely by the Federal Government
for cpplications in medical science; and the
Hybrid and Digigraphics Computer
Laboratory, specializing in hybrid
analog digital computation and high-speed
interactive computer graphics. Both of
these facilities are used and are available
for instruction and public service, although
the major fraction of their use is for
sponsored research. Correspondingly, they
are funded largely through federal grants
and income from services rendered to
sponsored research projects (also mostly
federal grants) and outside agencies. (See
Appendix H.4 for a breakdown of costs
and funding sources. The Division of

Health Computer Sciences facility, for
instance, was acquired with only 28%
university or state funds, while about
one-third of its computing load is directly
related to instruction of students in the
health sciences.)

Special-Purpose Computing Devices built
into research apparatus as part of the
apparatus. Such computers are performing
functions which cannot be accomplished
effectively or efficiently, if at all, by a
g enerat-purpose computer. Functionally,
they are serving not as computers, but as
an integral part of the apparatus in which
they are used. A useful analog is a

telephone exchange: a modern telephone
exchange could be called a computer the
equipment can and does do most of the
things a computer does. Functionally,
howe.oer, it is not a computer, but rather a
message-switching device. Because of this

functional distinction, and because they
are funded almost exclusively by research
grants and contracts or service fees, these
special-purpose devices will not be
considered further as c )mputers.

These are the three categories of research
computing facilities. As pointed out earlier, the
functions of research and instruction are closely
linked for graduate and post-graduate professional
education. In this sense, research grants and
contracts have contributed an important and
substantial subsidy to this kind of education. It is
important, therefore, to distinguish as

instructional computing the unsponsored
computing by graduate and post-graduate
professional students related to their course work
and thesis projects. This is computing for which
the State must pay if it wishes to provide such
advanced training. Sponsored research and other
projects directly under the control of faculty
members and related to professional activities in
their academic field will be defined as research
computing, even if some graduate students may
be involved. This is not the best way to make the
distinction, but it is a practical way.

The computer demands of research are that the
general-purpose facilities and services be available
when they are needed, and at a level sufficient to
meet the demands; and that the institutions be
organized to allow and assist faculty members to
obtain and use appropriate special-purpose
computing devices and facilities when outside
funds are available for this purpose. Such
computer needs should not and have not made
demands upon institutional or state funds in any
way different from the many other kinds of
research activity which are supported from within
higher education. For these reasons, this report
will not undertake a detailed analysis of research
computing in higher education: the service
capacity must be there as excess above
instructional needs. A major investment of state
funds is not required, because most of this
computing is supported from outside grants and
contracts.
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Public Service Computing

Much of the activity normally labeled "research"
in higher education actually is a public service,
involvingdevelopment and research activities for
public agencies. There are, for instance, many
governmental agencies using the various
computing facilities of the University of
Minnesota, both in the Twin Cities and Duluth.
State college regional centers may be expected to
undertake many similar activities. Two examples
exist for which a facility is almost exclusively
dedicated to a public service application.

The I BM 360/30 computer located at the
Agricultural Experiment Station in St. Paul is

devoted to and funded by services to the Dairy
Herd Improvement Association, and for soil
analyses, farm management, and other
agriculturerelated activities. These applications
are self-supporting. At the University Hospitals, a
Burroughs 2500 computer is dedicated to hospital
administrative data processing, patient
monitoring, and other internal hospital functions.
Again this facility is self-supporting as part of the
hospital operations.

Since public service computing within higher
education is almost completely supported
through the services provided and does not
require a direct outlay of state funding through
the institutions of higher education, its needs will
not be analyzed in this report. The computer
capacity and willingness to provide service of a
developmental nature must be there, but the
required funding will come from the agencies
served.

During the course of this study, it became
apparent that there were three identifiable areas
in which significant planning and development
was underway for special applications of
computers to the goals of higher education.
Development effort devoted to each of the three
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areas has the potential of leading to more
effective service for instruction, research, and
public service, and for making the operations of
higher education more efficient in pr 3viding these
services that is, reducing costs or preventing
costs from increasing as rapidly as otherwise. The
three special areas are discussed in more detail in
Section 3, and two of them are dealt with in
special reports appearing as Appendices H.2 and
H.3. They are:

A Statewide Automated Library Syster

The library is a major and expensive
learning resource at every college and
university, directly serving the needs of
instruction, research, and public service.
With the recent explosion in volume of
printed information, libraries (and
especially academic libraries) are being
sorely taxed just to keep up with the
volume of ordering, processing,
cataloging, and shelving, to say nothing
of providing adequate reference and
retrieval services. To be optimally
efficient, however, an automated library
mutt serve the needs of all libraries in
the state, not just the libraries in higher
education.

s Computer-Assisted Instruction and
Computer-Managed Instruction.

These are direct applications of the
computer to the instructional process
using the computer as an integral part of
the process to administer and manage
instruction. To do this successfully will
require a careful assessment of the
specific goals, methods, and content of
instruction in each course and academic
field, followed by an equally careful
instructional design to utilize computers
and other media in an optimum way.
This will require the greatest
development effort and will encounter
the greatest resistance from those
conditioned to traditional methods of
instruction. But if successful, these

applications also will bring the greatest
payoff in terms of effectiveness and
efficiency.



Information Services.

Information on population
characteristics, natural resources, and

similar distributed properties of the

natural and social worlds is becoming
increasingly Important for purposes of
public and governmental planning at all
levels. Likewise, information of this
kind, and the ability to process it, is an
important learning resource for research
and instruction, especially in the social
sciences. These latter needs have led to
an increasing involvement of faculty
members with the development of large
data bases of information which can be
read and processed by computers. The
potential value of information services of
this kind, both to higher education and
directly to the public, cannot be ignored
by a Statewide Study of Computing
Facilities in Higher Education, and is, in
fact, linked closely to the other two
parts of this overall report, covering
State Government Agencies and Local
Government.

Each of these three special application areas will
be discussed in more detail in Section 3 of this
report. Recommendations concerning them
appear in Section 5.

The Necessity for Computing Facilities and
Services in Higher Education

Having discussed the objectives of higher
education and the functions that computers can
serve in meeting these objectives, it is time to
summarize three of the important reasons why
computers are a necessity in higher education
today.

First of all, there is a need for people trained and
educated in computer programming and the
various other aspects of computer science and
data processing. With the size of the computer
industry today, this need is obvious, but the size
of the need is not. To quote from the 1967 report
of the President's Science Advisary
Committee, Computers in Higher
Education.'

There is inadequate information about the
number and level of skills of personnel now
employed in the field of computers, and there
are no meaningful forecasts.

We recommend that the Federal Government
collect meaningful data concerning computers
and the jobs, personnel, and educational
facilities associated with them, and endeavor to
make useful annual forecasts.

This recommendation has not been followed.
Two articles in a recent issue of the trade
magazine Datamation quoted rather disparate
estimates of the national need for computer
personnel:

50,000 per year 3, and 125,000 per year 4.

Even considering the present recession in the
computer industry, 2% of the lower estimate, or
1,000 per year at all levels, is a reasonable
conservative estimate of Minnesota's needs.
Existing and planned programs will not saturate
this need for some time to come.

Secondly, we need people educated to understand
computers, what they can do and how to use
them, and how to manage and direct their use in
particular areas of application. More specifically,
it is doubtful whether society can effectively use,
or even tolerate, more social scientists,
educational and business administrators, and
workers in any number of other fields who are
not trained in quantitative methods. Computers
in higher education make it possible to train
students in all fields in the use of quantitative
methods to attack and solve problems.

And finally, there is a need for a general
understanding of what computers can and cannot
do, and how they affect the society in which we
live. It must be understood that an incorrect
billing, a lost order, or an inaccurate income tax
refund cannot be blamed on computers, but
usually are the results of human error. Only when
a broad level of public understanding is achieved
can the computer begin to reach its full potential.
Higher education can help achieve this level of
understanding directly by including some
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exposure to computing in the general education
of most students, and indirectly by adequately
educating those who will become school teachers
and parents and affect the minds of future
generations.

OBJECTIVES OF THE STATEWIDE STUDY OF
COMPUTING FACILITIES IN HIGHER
EDUCATION

Having argued the objectives of and needs for
computing in higher education, it is the intent of
the remainder of this report to:

Summarize the existing (1970.71)
computing facilities and applications in

Minnesota higher education and their costs
(Section 2);

Analyze the needs of Minnesota higher
education for computing facilities and
services over the next five and ten years
(Section 3);

Determine the costs of various ways of
meeting these needs, identifying the least
expensive ways (Section 4);

Recommend specific actions by the
institutions and systems of higher
education and the legislature to meet the
idecitified needs and lay a sound basis for
future development (Section 5).

The entire thrust of this study has been to
determine the computing facility and service
needs of the post-secondary students of
Minnesota, in terms of the objectives of higher
education, and to find and suggest ways of
satisfying these needs which have the greatest
likelihood of being implemented. To this end,
educators and administrators from numerous
institutions in all five systems of higher education
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and throughout the state were consulted
extensively before the recommendations were
formulated. The extent of these consultations can
be judged from Appendix HI. There Is much
evidence, in the form of similar studies in other
states, to suggest that plans and recommendations
developed without consulting extensively those
people and institutions which must eventually
implement them are unlikely to be accepted and
implemented, regardless of their technical merits.
In addition to this consultation within the state,
the study benefited from the broader perspective
of two consultants from other parts of the
country. Dr. Ronald W. Brady, the Executive
Assistant to the President of the Ohio State
University (and now Administrative
Vice-Chancellor of Syracuse University) offered
advice on most of the matters related to the
study. Dr. Robert M. Hayes, Director of the
Institute for Library Research at the University of
California and Vice-President of Becker and
Hayes, Inc., was consulted on technical and
organizational facets of plans for a statewide
library automation system.

This study presents some estimates for needed
computing facilities and services in isolation from
the other important requirements of higher
education. The final determination of the weight
of the arguments and recommendations here, and
the priority of computing among all of the needs
of higher education, resides properly with the
faculties, institutions, and systems of higher
education, the Minnesota Higher Education
Coordinating Commission, and ultimately the
people of Minnesota through their elected
representatives in the State Legislature. If it is

generally acceptable, this report can provide
guidelines for planning and evaluation by these
groups, but it cannot be used as a plan. Specific,
detailed planning and implementation is the
responsibility of higher education, and this report
represents only the beginning of that job.



2. A SUMMARY OF PRESENT COMPUTING FACILIVIES AND
PROGRAMS IN MINNESOTA HIGHER EDUCATION

The 1967 report of the President's Science
Advisory Committee the Pierce Report-1
indicated the need for improvement in computing
facilities and programs in higher education, and
framed ten recommendations designed to bring
the facilities of all higher educational institutions
in the United State; up to the standards of those
schools which were best equipped at that time.
These recommendations largely went unheeded,
since the recommended federal funds of up to
$400 million per year were not forthcoming. In
several states Pierce Report goals were met to a
greater degree than has been the case nationwide.
In such cases, however, funds have been supplied
by the respective legislatures of those states and
have not come mainly from federal agencies.
Computing in higher education is currently in a
transition phase in this and many other ways:
from federal funding toward state funding, from
primarily research use toward instruction, and
from use by the few toward use by the many.

The situation in Minnesota is not atypical. Most
of the institutions of higher education in the state
are not nearly so well equipped as the University
or Carleton College. Yet even the University fails
far short of the Pierce Report objectives and lags
behind similar institutions in, say, Ohio or
Wisconsin. On the other hand, the need for
computer education and training may be greater
in Minnesota than many other states, since it is a
center for the design and manufacture of
computers, and has a larger number of
technology-based industries than many states.

As pointed out in Section 1, the requirements for
computer education and training, and the
corresponding programs and facilities at the
post-secondary level, vary widely depending on
the institution, its goals, and the career intentions
of its students. The ensuing discussion will
address the five areas or systems of higher

education in Minnesota and will attempt to
summarize their facilities and programs and to
evaluate them with respect to their mission in
computer education or training. Computers for
administrative data processing will also be
summarized.

THE UNIVERSITY OF MINNESOTA

The University is the largest institution of higher
education in the state and is the best equipped
with computer facilities. These computer facilities
are summarized in Table H.5.1 of Appendix H.5,
and their uses are summarized in greater detail in
Appendix H.4. Three major general-purpose
facilities serve the entire university for both
instructional and research purposes. These are the
CDC 6600 at the University Computer Center and
the CDC 3200's at the West Bank Computer
Center and the Duluth Campus. The overall
instructional use of these facilities amounts to
about 45% of their capability. However, their
instructional use is growing much more rapidly
than their research use (See Appendix H.4). To
meet their needs for limited amounts of
time-shared computing, which the University has
no facilities to provide, several departments and
research groups are spending their own supply
funds to purchase service from commercial
vendors.

Special-purpose computing facilities serve
instructional, research, and public service needs
but are more specialized in function or service
area than the general-purpose facilities. The
University's special-purpose facilities include the
CDC 3300 of the Division of Health Computer
Sciences, the IBM 360/30 on the St. Paul campus,
used primarily for agriculture-related public
service activities, and the Hybrid Computer
Laboratory, with a CDC 1700 serving both a dual
analog-digital hybrid computer system and an



interactive graphic display system. Administrative
Data Processing at the University is served by an
IBM 360/50 configuration which, if augmented
with additional disc storage, would have sufficient
capacity to handle the batch and on-line
processing requirements for an institution of this
size.

In general, the computer facilities of the
University are adequate for the programs
underway or planned in the near future, with a
few exceptions. The University has one of two
undergraduate computer science degree programs
in the state and the only graduate program.
Especially for the graduate program, a computer
is essential for student laboratory work and
experimentation. The Center for Research in

Human Learning has done considerable research
and development in computer-assisted instruction
but needs a computer system able to support the
continued development and early production
phases of this work. The IBM1500 instructional
computer system, used for the early phases of
their work and funded largely by the National
Science Foundation, was discontinued by IBM
and the NSF in early June 1970. Finally, the CDC
6600 has considerable unrealized potential for
wider service which could be realized by
providing central-site hardware and software to
support remote terminals, both within the
University and at other institutions. Also, it could
be further enhanced as a job-shop computer by
improving printer facilities. Most large-scale
research computers used in an instructional
environment are badly printerbound, and the
6600 is no exception.

THE STATE COLLEGES

The computing capability in the State Colleges
has evolved over the past ten years from several
electronic accounting machine installations.
Current facilities include IBM 1401 installations
for administrative data processing, IBM 1620
centers for instruction, and some IBM 1130
computers for both, as shown in Table H.5.2
(Appendix H.5). Most of the existing applications
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are administrative in nature, leaning heavily
toward student record-keeping, with some
business or fiscal applications and a few
institutional research programs. Approximately
1500 students within the state coil( ge system, or
slightly less than 5% of total enrollment, are
registered each quarter in classes which involve
some sort of computer use. Only one of the
colleges offers a major in Computer Science; but
the others offer mathematics, physics, business,
economics, or statistics courses which involve
computer solution of problems.

As will be apparent from the analysis in Sections
3 and 4 of this report, the existing (September
1970) computing facilities within the state college
system are inadequate by the norms of the Pierce
Reportl . However, this situation will be corrected
by the major facility to he installed at Mankato
late in 1970. If a similar machine is installed in St.
Cloud in two or three years, and if the other state
colleges have terminals to one of these machines
in addition to their current capability, then
facilities will be adequate for well over five
years5. Demand for computer services at the state
colleges has not been severe primarily because the
available computer resources were so meager as to
discourage serious use. The "double-hub"
network planned for 1975 or sooner will be a
major step toward correcting this situation and
will encourage the development of computer and
computer-related courses, as well as support the
application of information systems technology to
the management of the State Colleges.

It may be difficult to justify more than one
additional Computer Science degree program in
the state college system, and logically that would
be located at the college with the second hub. It
would be feasible, however, for the other colleges
to develop major or minor degree programs in
information sciences, management information
technology, o r elsewhere in the interdisciplinary
areas between computer science, the
administrative disciplines, and the basic sciences
and mathematics. (Moorhead State College, for
instance, has a Computer Science option
associated with its Mathematics program.)



THE STATE JUNIOR COLLEGES

The State Junior Colleges have a centralized
administrative data processing system based on a
large IBM 1401 computer. Although this system
gives good service, it does have limitations for
planned increased enrollment and service levels.
Until recently, the junior colleges had no
computer service for instruction. Starting in the
Spring of 1970, there have been teletype
terminals at each college connected to the
Honeywell EDINET time-sharing system, as

shown in Table H.5.3. The 18 junior colleges
share three computer ports. These terminals will
support instructional programs and courses for
which the computer is usedas a tool. The only
data processing curriculum in the system is at
Lakewood Junior College, the site of the
administrative data processing center.

THE PRIVATE COLLEGES

The range of computing facilities and
instructional programs in the private colleges runs
from more than adequate to non-existent. A few
schools are able to expose a hundred to three
hundred students to the computer in seven to ten
or more courses in Computer Science or
computerrelated disciplines, as indicated in Table
H.5.4.

Although fewer than half of the private colleges
and junior colleges employ computers for
instruction, most of them use computers, service
bureaus, or electronic accounting machines for
administrative data processing. Development costs
appear high for a college to put administrative
applications on a small computer. A group of
seven Twin Cities colleges has organized a
common program development and coordination
effort to reduce these costse.

Most of the gaps in computing for private colleges
in Minnesota could be closed by coordination of
efforts to purchase or develop programs for
college administration and by support for
terminal facilities at each college and for central

or regional computers to service the terminals.
Some of the colleges are doing an adequate job
with a small IBM 1130 computer and do not
really need such terminal support. The University
6600 is available to private college faculty for
their research needs on the same basis as it is to
the University faculty and is now in the process
of being made available via remote terminals at
colleges. The Mankato Regional Computer Center
will provide similar service.

THE AREA VOCATIONAL-TECHNICAL
SCHOOLS

Several of the Area Vocational-Technical Schools
have training programs for computer
programmers (see Table H.5.5). However, some
degree of computer service is also needed at those
schools which have one or two-year accounting
programs but do not offer programs in data
processing. As pointed out in Section 1, data
processing curricula in the AVTS have a

somewhat different mission than do similar
programs in colleges and the University.

There are no obvious gaps in the facilities or
programs at the schools with curricula in data
processing and with computers (Hibbing,
Alexandria, and Mankato). They have excellent
facilities and are graduating students well
equipped to enter the business world as junior
programmers. Those schools with data processing
programs using IBM 1401 computers owned by
their school district, or computer time donated or
otherwise made available by local businesses, as
well as schools with one and two-year accounting
programs but without computer services adequate
for at least COBOL instruction, would be well
served with terminals connected to regional
computers, service bureaus, or those AVIS with
data processing curricula and computers.

OVERALL SUMMARY OF COMPUTING
CAPACITY

There are two institutions offering degrees in
Computer Science in Minnesota: Mankato State
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College offers a B.S. degree, and the University
offers B.S., M.S., aid Ph.D. degrees in Computer,
Information, and Control Sciences. An additional
B.S. degree program at St. Cloud State College
within the next five years would be tenable in
terms of supporting facilities if the second
regional center were to be located there. The data
processing programs in the Area
Vocational -Technical Schools provide instruction
in computer technology as it is applied to data
processing for business and industry. These
programs conceivably might be augmented by one
or two more such programs in the new vocational
schools soon to open in the Twin Cities area.

On the administrative data processing side of
higher education, there are many facilities and
much activity but also much redundancy.
National efforts are underway to allow
comparability of data and use of common
program packages. Information systems
technology is just now finding its way into college
and university management and holds promise for
rationalizing the current undisciplined growth of
applications, files, and programs into a more
consistent approach. The introduction of Program
Planning and Budgeting in universities and
colleges is also encouraging the information
systems approach.

Table 2.1 gives a summary of the major computer
facilities currently existing in Minnesota higher
education and their costs. A somewhat qualitative
approach to placing the present computing
capability of Minnesota higher education in
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perspective is to compare spending with other
similar states or states with similar educational
expenditures. Over the past five years, from 1964
through 1969, yearly expenditures for computer
facilities in Minnesota higher education grew by a
factor of four, with the greatest increase coming
in 1967. A marked leveling off occurred in 1968
and 1969. Figure 2.1 shows the relative mending
levels for computer facilities in the public sector
of higher education in selected states during the
past five years. Neighboring states were chosen
for their similarity to Minnesota in economy,
population, and certain higher educational
factors. Except for Indiana, the comparisons are
not surprising. In recent years public institutions
in Illinois, Ohio, and Wisconsin have been
somewhat better funded for computer facilities
than have their counterparts in Minnesota.
However, the differences are not large. In the
private sector, Minnesota colleges are relatively
worse off, not only as compared to private
colleges in other states, as shown in Figure 2.2,
but also as compared to publically-supported
schools in Minnesota.
The computer industry marketing data from
which Figures 2.1 and 2.2 were drawn include
federallyfunded computer facilities as well as
statefunded facilities. It was impossible to
separate these factors in the data for all the states
shown, but those which were checked indicated
that the total value of computers amounted to
almost twice the cost of state-supported
Instructional facilities alone. Since the data were
essentially comparable for all the states, it is their
relative ranking which is significant.
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(a)These systems are used both for instruction and research. In Table 5.4, the operating budgets are for instructional usage

only. For 1969.70, the Instruction versus research usage was as follows: (a) 6600, 31% and 69%; (b) 3300, 33%
and 67%; (c) Hybrid 20% and 801.

(b)For planning purposes, these systems are assumed to be 1001. instructional.
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3. GOALS AND THE COMPUTER RESOURCES
NEEDED TO MEET THEM

How much computing capacity does the State of
Minnesota need to provide an adequate level of
computing services in higher education? This
section presents quantitative estimates of the raw
capacity needed in the two major application
areas: educational computing (instructional
computing and computer training) and
administrative data processing. The analysis on
which these estimates are based is presented in
Appendix H.6; the goals of the estimates are:

Achievement of the Pierce Reportl
objectives for educational computing for
the State of Minnesota, i.e., to provide
educational computing services for all of
higher education in Minnesota equivalent
to that available at the leading universities
of the nation in 1987.68.

Establishment of machine-readable data
bases and an administrative data processing
capacity which is sufficient to support the
management information needs of
institutions and systems of higher
education and lay the basis for program
planning and budgeting.

These quantitative estimates of capacity will be
presented for the three major hardware
components of computer systems:

Input/output or terminal capacity.

Central processor capacity.

Mass storage capacity.

Three special application areas are also discussed:
a statewide library automation system;
computer assisted and computer-managed
instruction; and general information services.

EDUCATIONAL COMPUTING

Instructional Computing

Instructional computing is the most important
area of educational computing for students in
post-secondary institutions. For undergraduates
the analysis in Appendix H.6 follows the methods
of References (1) and (7) based on Minnesota
rather than national or hypothetical data. The
computing needs of graduate students were also
incorporated into the analysis given in Appendix
H.6. This analysis first classifies the various
academic areas of study as to whether they
involve substantial, limited, or casual use of
computers. These categories are defined in Table
H.6.1, and the major areas of study are classified
in Table H.6.2 in Appendix H.6. These degrees of
computer utilization by academic area, based on
Minnesota student populations, cannot' be
considered precise. However, there exists no more
reasonable basis on which to estimate
instructional computing needs at the present
time.

Because of the differences in the kinds of
programs offered at the area schools and junior
colleges, their computing needs were analyzed
separately from those of the degree-granting
colleges. In applying the results from Tables H.6.2
or H.6.3b in the Appendix, it must be kept in
mind that they represent averages over a class of
students. Although a student enrolled in a course
in descriptive biology may use a computer not at
all, another student in a beginning genetics course
may use it twice as much as the typical
"substantial" user.
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The analysis in Appendix H.6 averages the
number of problems per academic year in Table
H.6.1 over the three usage categories weighted by
Table H.6.2, showing that 11.3 problems per
student are assigned on the computer per
academic year. Assuming a 14-hour school day,
200 school days per year and 80% available time
on the computer yields 2,240 computing hours
available per academic year7. This analysis allows
one to estimate the computing load for both a
time-shared computing system (TS) using
inexpensive lowspeed terminals and a
remote-job-entry system (RJE) with a much
smaller number of medium-speed terminals.

Among computer scientists, computer center
managers, and computer users there are
considerable differences of opinion concerning
the relative merits and costs of time-shared and
batch-processed computing. Batch processing
tends toward optimization of machine and
operating system efficiency, while time-shared
computing emphasizes the efficiency of the user
at some apparent expense in hardware and
software. It is apparent to us that most
instructional applications of computers can be
carried out on a batch processing system, either
through remote-job-entry terminals or at the
computer site. It is equally apparent that some of
these applications could be carried out more
effectively (in terms of student learning) on an
interactive time-shared computer system, and that
the educational value of other applications is
severely damaged if time-shared computing is not
available. Programs in which students interact
directly with simulations of engineering, social,
business, political, medical, and other systems are
prime examples of this latter kiwi of application:
the student decision-making process needs to be
online with the computer program. It is shown in
Appendix H.8 that, if time-shared computing
capacity is used with a certain amount of
discretion, it is not necessarily much more
expensive than batch processing. Without
dwelling further on these arguments, this report
will proceed on the basis that both kinds of
computing are necessary to meet the goals of
higher education, and in about a 3:1 ratio of
batch:time-shared computing.
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A time-shared computer system will be defined
here in terms of the user; it must include the
following characteristics:

Keyboard input/output, 10-30
characters/second.

User may interact with his program during
its execution.

Response time of five seconds to a request
not requiring significant computation.

The I-opacity of a time-shared computer system is
measured in terms of the number of active
terminals.

Table H.6.4 gives estimates of terminal hours per
problem7. Averaging the loads estimated in
Tables H.6.1, 2, and 4 over the three categories
and dividing by the total available time yields 150
students per time-shared terminal in a college or
university. The same analysis applied to junior
colleges (Table H.6.3b) yields 333 students per
terminal. Time-shared terminals are not suitable
for vocational training in data processing, so their
use has not been projected for area
vocationaltechnical schools.

The dedicated computer capacity necessary to
serve a given number of low-speed time-shared
terminals can best be estimated as the number of
active terminals serviced. Over the past several
years, experience with several time-sharing
systems of various sizes and costs has shown how
many active terminals they can service
adequately. Experience also suggests an average of
one request per active terminal every thirty
seconds7. Assuming the equivalent of fifteen
FORTRAN statements compiled per request and
a factor of two to accommodate peak loads leads
to a compiling rate of 6.67 statements per second
per 1000 four-year college students, and three
statements per second for 1000 two-year college
students.

The mass storage capacity of a time-sharing
system may be estimated by relying on
experience at the University of Minnesota and
Reference (7), assuming that each active user
needs an average of 3,000 characters of storage



for his own programs and data. An average of the
number of courses using the computer leads to a
figure of about 40 percent of the total students in
a college using the computer at any one time
(Appendix H.6). The analysis indicates a need for
1.2 million characters per 1000 students at 4-year
colleges and 600 thousand characters per 1000
students at 2-year colleges.

A remote job entry system employing remote
batch access to a regional computer facility can
also satisfy the needs established above. An
analysis of the required capacity for this mode of
operation is given in Appendix H.6 based on
Tables H.6.5 and 6 and Reference (7). Assuming
medium-speed RJE terminals which read cards
and print at about 300 cards and 300 lines per
minute, the total number of terminals required to
serve 1000 students was estimated as
approximately one-half RJE terminal per 1000
students at 4-year colleges.

Carrying out a similar analysis for the more
limited needs of students at junior colleges yields
about one-sixth RJE terminal per 1000 students.
The obvious implication of this figure is that even
a single RJE terminal has substantially more
capacity than the largest Minnesota junior college
needs for instructional computing.

The computer capacity needed to service these
terminals is estimated on a peak load basis as 1.2
compiled FORTRAN statements per 1000
four-year college students per second, with 0.4
the corresponding figure for two-year college
students.

Another way to furnish remote-job-entry
computing is via low-speed terminals rather than
medium-speed terminals. Although it is rather
inconvenient for students to work with punched
paper tape as an input medium from a simple
teletype terminal, It can be done. Mark-sense card
readers may also be attached to such terminals,
increasing both their convenience to students and
cost. About 20 low-speed terminals would be

equivalent to one medium-speed terminal. The
same amount of computing capacity will be
needed for remote-job-entry regailess of the
speed of the terminals used. 'lie economic and
pedagogical tradeoffs between low and
medium-speed remote-job-entry and time-sharing
are discussed in Appendix H.B.

A mixed time-shared/remote-job-entry system
may be a better model of the operation mode of a
regional computer center than a system which is
only one or the other. As a basis for balancing the
two types of usage, the analysis of Section 1.1.3
in Appendix H.6 yields the result that 13.3
time-sharing terminals are equivalent to a remote
batch terminal. Assuming an additional 30%
overhead factor for the time-sharing mode of
operation, the analysis also indicates a

requirement for seven times the raw computer
compiling power to serve 1000 students in a
time-sharing as compared to a batch processing
mode. This is currently the mode of operation of
the computer at the University of Minnesota
Duluth.

Instructional Computing for Graduate Students

The analyses in References (1), (7), and Appendix
H.6 are directed to the computing needs of
institutions which offer primarily undergraduate
programs. As such, they suffice for all of the
institutions in Minnesota except the Twin Cities
campus of the University of Minnesota. The state
colleges and the Duluth campus of the University
all have graduate programs comprising a few
percent of total enrollment.

Much of the instructional computing associated
with these graduate programs will be
course-related rather than large thesis research
calculations, and it may be lumped together with
undergraduate instructional computing.

The information on computer utilization at the
University in 1969.70 in Appendix H.4 shows
that graduate students consume a substantial
amount of computing capacity not specifically
related to their course work.
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Using the data from Appendix H.4 on university
computer utilization for 1969.70, plus enrollment
data summarized in Appendix H.10, it was
possible to develop a ratio between graduate and
undergraduate student computer needs. This ratio
of 3.5 between per-student graduate and
undergraduate computing needs will be used,
together with the enrollment projections
summarized in Appendix H.10, to estimate the
total needs of the University of Minnesota for
instruction-related computing.

The data processing, computer programming, and
computer science programs and courses in all of
the systems of higher education provide specific
vocational training for their students. The general
requirements of these courses and programs have
been included in the analysis of Appendix H.6,
along with the specific requirements of computer
training in the vocational schools. This analysis is
based on 1974.75 enrollment projections in
accounting and data processing from the State
Department of Education. These presume that
the 11 existing data processing programs will be
Increased to 13 by 1974-76, with enrollments
ranging from 26 to 150. However, there is some
question as to whether this many programs are
needed. This issue is addressed in the
recommendations in Section 5; but for the
analysis in Appendix H.8, the present projections
of the State Department of Education have been
assumed.

Research Computing

As discussed in Section 1, the two systems of
higher education which have a defined mission in
research and graduate training are the University
of Minnesota, and to a lesser extent, the state
colleges. The computer capacity required to
provide research services at the University will be
excess capacity uver and above the instructional
computing needs. If the state colleges possess
enough computing power to accommodate their
instructional needs, they should have little
difficulty in providing enough excess time to take
care of most of their research needs. Certain
particularly large computing or data processing
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problems may be more economically processed at
the University's computer center, or eventually at
one of the regional comp Jter centers.

Summary of Educational Computing Needs

Table 3.1 summarizes the number of terminals,
the computer capacity, and the special mass
storage capacity required to meet the estimated
needs for instructional computing of the specific
institutions and systems of higher education in
Minnesota for the academic years 1969-70,
1975.76, and 1980-81. For 1975.76 and 1980-81,
the needs have been scaled according to total
enrollment projections from the Minnesota
Higher Education Coordinating Commission and
the various systems of higher education (see
Appendix H.10). The data obtained from these
different sources is not always consistent, but any
discrepancies and errors are far smaller than other
uncertainties in this analysis. If the enrollment
projections change significantly for any of the
institutions or systems, then the figures in Table
3.1 must be adjusted accordingly. It should be
noted that the capacity estimates are properly per
1000 full-time-equivalent (FTE) students, rather
than being proportional to total enrollment
(headcount). The extrapolation scaling is based,
therefore, on the reasonable assumption that the
ratio of FTE to total enrollment is constant from
1969 to 1981.

ADMINISTRATIVE DATA PROCESSING

An administrative data processing system for an
institution or sy ;Wm of higher education will
consist of data bases containing information for
the following areas:

Student Records

Staff and Payroll

Financial

Courses and Curricula

Space

Property Inventory



Table 3.1. Summary of Terminal and Peak Load (
for Instructional Computing it, Minnos

...,-.

Institution or System

1969 -70

Enrollment
(FTE)

r -

Time-Shared System Remote Job-Entry System Tir

No. of
Terminals

Peak Computer

(FORTRAN
Statements

Per Second)
No. of

Terminals

Peak Computer

WOMAN
Statements

Per Second)

Projected
Enrollment

(FTE)
No,

Tern

UNIVERS TY Of III IneffOTA 44,610 460 460 34.6 83.0 56,364 6

Twin ClUes

Undergredate and Professloral 33,519 224 224 16.8 40.3 38,000 2

Gradate 8,160(s) 190 190 14.3 34.3 11,520(a) 2

Duluth 5,279 35 35 2.6 6.3 8,050

Mods 1.565 10 10 0.8 1.9 2.9,20

Gook ston 459 1 3 0.1 0.2 1,014

Waseca - - - - - 600

STATI COLLINS 35,528 237 237 17.7 42.7 46.090 31

Bolds 4,652 31 31 2.3 5.(., 5,790

UMW) 10,960 73 73 5.5 13.2 13,640

Mowhead 5,249 35 35 2.6 6.3 7,000

Ct. OM 8,863 59 S9 4.4 10.6 11,160

Whyte se 2,153 14 14 1.1 2.6 4,100 :

Wiwi 3.651 24 24 1.8 4.4 4,400 2

PitivATI 001.1.541111411AR) 27,627 184 184 13.8 33.2 33,800 22

Typical 1,000 6.7 7 0.5 1.2

STATE Metal C011/OIS 15,914 48 48 2.6 6.4 26,17) 1

Typical 1,000 3 3 0.2 0.4

TOTALS_ 123,679 929 929 68.7 165.3 161,227 1.21

MIA VOCAostwPWAL 13,43504 .. - 2)
-.

84 Traminel liounitay 20,449
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rnputer Capacity Requirements
;a Post-Secondary Institutions

1975-76 .

Time-Shared Sistero

.

Remote Job-Entry System-Shared System Remote Job-Entry System

Peak Computer Peak Computer Peak Computer Peak Computer
Capacity

tiN(FOAM (4)111M12tAYN Projected (FORTRAN (FC011gtFit
of Statements to. of Statements Enrollment No. of Statements No. of Statements
oats Per Second) Terminals Per Second) (FTE) Terminals Per Second) Terminals Per Second)

/2 602 44.8 107.8 66,610 734 734 54.9 131.6

4 254 19 45.6 42,400 283 283 21.2 50.8
'0 270 20 48.4 14,865(a) 347 347 26.0 62.4
4 26.8 4.0 9.7 10,400 69 69 5.2 12.5
9 97 1.5 3.5 4,150 28 28 2.1 5.0
3 1.5 0.2 0.4 1,560 5 5 0.25 0.6
2 0,9 0.1 0.2 800 2 2 0.12 0.3
8 308 23.0 55.4 58,040 387 387 29.6 69.6
9 39 2.9 6.9 7,180 48 48 3.6 8.6
1 91 6.8 16.4 17,000 113 113 8.5 20.4
1 47 3.5 8.4 8,710 58 58 4.9 10.4
4 74 5.6 13.4 13,870 93 93 6.9 16.6
1 27 2.0 4.9 3,750 38 38 2.9 6.9
o 30 ..... 2.2 5.3 3,330 37 37 2.8 6.6
5 225 16.9 40.5 1 37,2170 248 US

...------.4T6-

) 79 4.2 10.5 32,200 97 97 5.2 7574-
4 1,214 88.9 214.2 194,050 1,466 1,466 108.3 236.7

24 146 Terminal HourtA)Ity 39,85061 - - 24 164 foul%) Korssitray
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Various applications programs access one or more
of these files to produce automatically the
reports, forms, records, checks, and other
documents and data required for the
administrative operations of the institution or
system. Within higher education in Minnesota, the
University of Minnesota has what is perhaps the
most complete data processing system in
operation and in the process of implementation.
For this reason, and because adequate
information was not as readily available from
other sources, the University's system was taken
as the basis for an estimate of the computer
system capacity required to provide complete
data processing services to all institutions in the
state.

The units in which this capacity has been
estimated are:

Mass storage, in characters or bytes

Input, in cards or similar record entries per
year

Output, in lines per year

Computer transactions per year

Required output rate, in lines per minute

Required computing capacity in computer
transactions per minute

The lest two items are the limiting factors on
computer system performance and, following the
practice of Reference (7), these factors were
estimated including peak load demands. The
definit'on of a "computer transaction" was taken
from the Auerbach Reports8; it consists of
retrieval of a file from a random-access mass

storage device (disk), updating the file, and
returning it to mass storage and to a report file.

Details of the administrative data processing
capacity analysis, complete with annotations on
the various assumptions made in scaling the
results to the different institutions, may be found
in Appendix H.6. Summaries of the total capacity
estimates for 1969-70, 1975.76, and 1980-81
appear in Table 3.2. The overall capacity results
are assumed to scale within a system of
institutions and with time according to the total
enrollment. From an examination of the details in
Appendix H.6, it will be seen that several other
more relevant factors are used to scale various
data file sizes or applications capacities. However,
all of these factors increase and decrease with
head-count. To facilitate scaling of the individual
private colleges and state colleges, the figures are
given in the tables in terms of a private college
with 1000 students and a state college with
10,000 students. Area vocationaltechnical
schools have not been included in the estimates of
administrative data processing needs because their
needs are unlike those of the other institutions of
higher education, and they are parts of local
independent or intermediate school districts. (See
Section 2 in the Local Government part of the
overall study.)

All of the factors entering into Appendix H.6 and
Table 3.2 were reviewed by data processing
management staff at the University, the State
College Board, one state college, and one private
college. Despite numerous questions concerning
specific details, the estimates were confirmed as
reasonable by these reviewers.
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SPECIAL APPLICATIONS

As mentioned previously, the three spacial
applications areas related to higher education and
treated in this study are automated library
systems; computer-assisted and
computer-managed instruction; and information
services.

A Statewide Automated Library System

The goals of a comprehensive statewide library
system are to furnish several kinds of services to
all libraries in the state through a centralized
processing facility. The major kinds of services to
be provided can be classified as:

1. Catalog production production of Union
Catalogs of holdings and of serials

(periodicals).

2. Technical processing book ordering and
preparation, cataloging, and card
production.

3. information services retrieval of
bibliographic and archival information
from available machine-readable data bases,
such as the Chemical Abstracts, Library of
Congress tapes, and archival census bureau
tapes.

4. Online bibliographic services for libraries
throughout the state, providing rapid
access and updating of holdings and other
bibliographic information to all
participating libraries.

All of these services are to be based eventually on
a common bibliographic data base which will
form the core of the system. Because of the
magnitude of the job of assessing the technical
soundness of the plans developed by the
University Library Systems Staff, and identifying
viable solutions to some of the serious interlibrary
organizational problems that were apparent, an
outside consultant who is a specialist in library
systems was retained Dr. Robert M. Hayes of
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Becker and Hayes, Inc., and Director of the
U.C.L.A. Institute of Library Research. On the
basis of an intensive three-day visit to the Twin
Cities and the documentation produced by the
University Library Systems Staff and various
other librarians, libraries, and library agencies in
the state, Dr. Hayes submitted a brief report and
recommendations, which appear as Appendix H.2
of this study.

During and after his visit and subsequent to
distribution of his report to a number of the
library people involved, we have received
numerous comments on Dr. Hayes' evaluation of
Minnesota's statewide library automation plans.
As far as the goals set forth in the Hayes Report
are concerned they are agreed upon as good and
necessary by the people concerned with libraries
in the state. The overall development effort
required to achieve the goals has been estimated
by Hayes in Tables 6 through 9 of Appendix H.2,
in terms of dollars per year. It ranges from
$700,000 for the first ;car to $3.3 million in the
fifth year; after this investment for development
has been made, the operation would continue on
a servicefor-fee basis. The investment in a

statewide library system probably will not reduce
the costs of library operation overall, but it can
greatly improve the services libraries can provide.
And, if there is wholehearted participation and
cooperation by all of the major public and
academic libraries, then the costs of library
operations can be prevented from escalating
rapidly at the same time that service deteriorates.
For example, if this central service were available
it would not be necessary for each library in the
state to acquire its own technical processing
capability. On the basis of Dr. Haves' report
(Appendix H.2) and the reactions to it and to his
visit, recommendations related to a statewide
automated library system are made in Section 6
of this study. In addition, some comments appear
there or the problems of organizational structures
for operations across system boundaries, as they
apply to library automation and as they are
reflected in the Hayes Report.
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Table 3.2. Need Estimates for Administrative Data

1969 -/U

Headcount

Mass
Storage

(Millions
of

Characters)

Required
Output
(Lines/
Minute)

Required Peak
Computer
Capacity

(Transactions/
Minute)

Number of
Query

Terminals for
Student

Registration
Projected
Headcount

Mal
Stor

(Mi HI
of

Charac

UNIVERSITY OF MINNESOTA 50.415 660 986 2,200 101 63,050 82

Twin Cities 42,884 85 50,150

Duluth 5,580 36 54 123 11 8,500 4

Morris 1,510 3 2,800

Crookston, Waseca 441 2 1,600

STATE COLLEGES 37,681 328 496 1,067 76 48,844 42

Bemidji 4,716 41 62 133 10 5,857 5

Mankato 12,090 105 159 343 24 15,045 13

Moorhead 5,235 46 69 148 11 6,988 6

St. Cloud 9,557 83 126 270 19 12,028 10

Southwest 2,206 19 29 63 4 4,209 3

Winona 3,877 34 51 110 8 4,717 4

STATE JUNIOR COLLEGE SYSTEM 17,544 123 215 422 36 29,080 20

PRIVATE COLLEGES (4.Year)

Typical

27,137

1,000

400

11

325

12

r, - . .

2

33,189

1,000

49

1



rative Data Processing Capacity in Minnesota Colleges

1975-76

Required Peak
Cum pcter
Capacity

(Transactiohs/
Minute)

Number of
Query

Terminals for
Student

Registration

I

Projected
Headcrvint

-,

Mass
Storage
(Millions

of
Characters)

li..

Required
Output

(Lines/
Minute)

Required Peak
Computer
Capacity

(Transactions/
Minute)

Number of
'Query

Terminals for
Student

Registration

Mass
Storage
(Millions

of
Characters)

Required
Output
(Lines/
Minute)

827 1,240 2,790 126 74,350 885 1,460 3,280 149

57,050 114

45 68 188 100 11,000 49 80 244 22

17 4,000 8

3 2,300 5

426 645 1,383 97 61,412 533 808 1,741 123

51 77 166 12 7,286 63 96 206 15

131 199 426 30 18,713 163 247 532 87

61 92 198 14 8,691 75 115 246 17

105 159 341 24 14,961 130 197 424 30

37 56 119 8 5,895 51 77 167 12

41 62 133 9 5,866 51 76 166 12

204 356 698 60 35,450 248 435 851 71

490 398 1,290 36,427 538 437 1,420

11 12 39 2 1,000 11 12 39 2
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Corn: iterAssisted Instruction

As discussed in Section 1 of this report, the
computer can be used not only as a tool by
students (instructional computing), but also as an
inherent part of the educational process as a
device to present material, problems, and decision
situations and respond to a student's answers,
solutions, and requests on the basis of his
individual performance (computer-assisted
instruction, or CAI) and as a device to aid a
teacher in managing the progress of a student
through an instructional experience tailored to his
individual needs (computer-managed instruction,
or CMI). Whether the computer can be efficient
and effective in these tasks is not yet known;
there are optimists and skeptics both. !t is

imperative that higher education find out whether
it is feasible to use computers in this way, for two
reasons.

F irstly, the computer has the potential to
enhance greatly the effectiveness of education in
certain fields to increase the effectiveness and
efficiency with which students learn certain kinds
of skills and concepts, as in foreign language and
some areas of medical science; and to
accommodate the presentation and pace to the
different needs of individuals. Secondly, the
computer may be an efficient, less expen.ive way
to provide education in those areas where it is
effective, as compared with traditional methods
in higher education. A major cost in education is
the cost of highly-trained manpower, which is
largely determined by prevailing salaries and
wages based on productivity of goods and services
i n other parts of the economy. In higher

education there is no "product" with an
easily-defined market value in the usual sense.
And there has been, until recently, no way of
increasing "productivity" in higher education to
keep the total cost from soaring to levels that
represent a significant burden to the taxpayer, the
parent, and the student. Computer-assisted and
computer-managed instruction offer the potential
for significant economies to reduce the rate at
which the costs of higher education increase.
Although success cannot be guaranteed, the
potential payoff is great enough to justify, or

even demand, a modest investment for research
and development.

On the basis of this kind of assessment of the
economies and effectiveness of higher education,
as well as some limited experience in the medical
sciences, the Ohio State University has recently
decided to make a substantial investment in CAI
development and has acquired a computer systern
costing about $25,000/month (Class D in Table
H.7.1) for this and other instructional resource
applications. With a much smaller investment over
the past two years, the Center for Research in
Human Learning at the University of Minnesota
has developed a staff with more experience and,
in our opinion, a much sounder fundamental
understanding of the basic and applied problems
of instructional design and CAI than exists at
Ohio State, or at any but a very few universities
in the world.

The Executive Officer of the Minnesota Center
for Research in Human Learning, Professor
Russell W. Burris, has prepared for this report a
paper which appears as Appendix H.3. His paper
summarizes in greater detail the potentials of CAI
for effectiveness and efficiency; some of the
questions to be answered and development
problems to be solved before it should be
implemented on more than an experimental basis;
the costs of this development; and some of the
potential per-student costs if the development
succeeds. The eventual costs which Professor
Burris cites $0.34 to $1.60 per student hour
are less than or comparable to the present costs of
conventional instruction. However, they possess
the notable advantage that costs of computer
applications tend to decrease (or at least remain
constant) as technology advances, while wage
rates, upon which the costs of traditional
instruction are based, change in the opposite
direction.

In addition to this activity in CAI, two Minnesota
institutions Southwest Minnesota State College
and Macalester College are planning
development efforts in the computer management
of training for school teachers. This offers similar
possibilities for increased effectiveness and
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attention to the needs of the individual student,
as well as efficiency in terms of cost economies. It
is expected that the development efforts at these
two colleges would benefit substantially from
contact with and support from the Center for
Research in Human Learning.

The specific recommendations of this report on
CAI and CMI development, based on these
considerations and on Professor Burris' paper in
Appendix H.3, may be found in Section 5. The
goals toward which these recommendations are
directed are four:

1. To find out whether CAI or CMI can
significantly increase the effectiveness of
higher education in specific fields and morn
nearly tailor the instructional materials and
strategies to the diverse individual needs of
students;

2. To establish the real costs of CAI and CMI
and determine to what extent these

represent savings which will slow the rise in
total costs of higher education;

3. To involve faculty members from all
systems and institutions of higher
education in the state in the development
effort, and to disseminate information on
the work so that results may be adopted
and adapted to as many institutions as
possible and as quickly as they are proven
to be efficient and effective;

4. To develop pilot programs in a number of
disciplines, and to establish CAI learning
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centers from which formal instruction is
available using CAI and CMI technologies.

Information Services

Several information retrieval projects have
developed in various departments of the
University of Minnesota as a part of their research
programs. Some of these, such as the Diabetes
Information Center in the School of Medicine, are
very specialized. However others, such as RAFT
(Rapid Analysis Fiscal Tool) and MAPS
(Minnesota Area Planning Service), are much
more general in nature and could serve statewide
information needs which are much broader than
the research programs of certain departments or
schools. At the present time these information
services are in a developmental rather than
operational or "production" stage, and thus are in
the proper research province of the University;
however, as they near operational status and
begin to attract a clientele from industrial firms
and government agencies, they should be funded
and managed like other statewide information
services and resources.

Perhaps the best way to encourage the
development of RAFT and MAPS and carry them
into operational status would be to fund them
through the Computer Services Division of the
Department of Administration by means of
contracts to the University departments involved
in their development. As these systems become
operational, then the State can take over their
management as a statewide information resource.



4. FACILITIES AND COSTS TO MEET THE GOALS

This section will summarize the kinds of facilities
available in mid-1970 to meet the goals estimated
in Section 3 for the instructional computing
needs of Minnesota higher education, and for
providing the administrative data processing
capacity needed for efficient and effective college
management and program budgeting. The
facilities and order-of-magnitude cost estimates
for the computers themselves will be identified in
terms of remote-job-entry (RJE), time-sharing
(TSS), and mixed (RJE and TSS) systems. For
administrative data processing and vocational
school computing, both batch processing and the
RJE mode of operation are considered. Much of
the supporting detailed analysis for this section is
contained in the tables in Appendix H.7.

It is not the intent of this report to configure
computer systems in detail to meet the specific
needs of institutions but rather to give general
indications of the kinds of facilities needed for
various applications and their costs. The mention
of specific hardware does not mean that the
hardware configuration will necessarily perform
the task indicated at the cost given. This kind of
information is included only to provide a general
idea of the size of the system involved for those
who are familiar with computer systems. The cost
estimates could easily be low by a factor of two
or high by 25%. In other words, this report can

provide useful feasibility and background
information of a general nature, but it should not
be used as the basis of a system design.

COMPUTER SYSTEMS

Table H.7.1 in Appendix H.7 establishes a scale of
computer systems according to their raw
computing and data processing capacities and
their cost ranges. This scale ranges from Class A
the most powerful and expensive computers
available today through Class I at the opposite
extreme. Figure 4.1 displays the contents of
Table H.7.1 in graphical form. The results
summarized in Table 3.1 for instructional
computing, and in Table 3.2 for administrative
data processing, have been converted into the
units used in Table H.7.1 and Figure 4.1. In
Tables 4.1, 4.2, and 4.3 are displayed the
estimated computer capacities required to achieve
in 1975-76 the goals of Section 3 for Minnesota
higher education. The approximate costs shown
in these tables are for the computer only; they do
not include terminals, operating support, or any
of the other indispensible items discussed below.
Furthermore, the computer costs are based on
commercial rates and do not reflect the
educational discounts and federal grants which
often substantially reduce these costs to the state.
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Each of the three tables shows a different way
achieving the goals:
Table 4.1: Systems which support only batch

processing via local and remote
terminals. However, it is not feasible to
use medium-speed remote-job-entry
terminals for junior colleges. The
largest of them in 1976.76 (about 3000
FTE students) could use only half the
capacity of a terminal, and two-thirds
of them would use a terminal to less
than 20% of capacity. Therefore, these
colleges (and the Crookston and
Waseca campuses of the University)
will require service from a Class Z
time - shared computer, as in Table 4.3,
at a hardware cost of about
$14,000/month.

Systems which rupport time-shared and
batch computing on the same
computer. Reasonable assumptions are
made concerning the fraction of
instructional computing on each
campus which would be in each of
these modes.

Table 4.2:

Table 4.3: Separate computer systems to support
batch processing and time - shared
computing. This arrangement is based
on the observation that most
instructional uses of time-shared
computing involve small programs or
programs which require interactions
with the user during execution rather
than large amounts of computation.
Programs requiring large amounts of
scientific computing are run more
effectively, more quickly, and at less
cost in a batch processing mode.
Hence, the power and variety of
programming languages and systems
available on a large computer are not
needed for instructional time-sharing.
The least-expensive Class Z time-shared
system can he used to serve these
needs.

of other published information, and on the personal
experience of the staff of Analysts International
Corporation. Computer systems of specific
manufacturers are mentioned c nly to provide
some relation between the table and the real
world. Depending on the application, a particular
computer at a specific price may perform
considerably better or worse than the table
indicates, or than another computer with which it
is classed.

Table H.7.1 and Tables 4.1 through 4.3 require a
number of comments. First of all, the capacity
and system cost figures in Table H.7.1 are all very
approximate. They are based upon benchmark
tests published in the Auerbach Reports8, on
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Figure 4.1 shows that, with the exception of the
largest computer systems (Class A and B), the rate
of compiling FORTRAN statements increases in
direct proportion to costs. In the middle of the
range, the data processing capacity increases more
rapidly than this, but that is not true for small or
large computers. Neither the compiling nor the
data processing rates rise as fast as predicted by
Grosch's Law, for which a doubling of cost is
accompanied by the quadrupling of the raw
computing (arithmetic) capacity. This is because
the computing associated with both
administrative data processing and instruction is
much more dependent on input/output and
manipulation and interpretation of non-numerical
information than is the straight scientific
computing to which Grosch's Law applies.

The required computer capacities listed in Tables
4.1 to 4.3, in units of FORTRAN statements
compiled per minute, represent the minimum
compiling and computing speed for satisfactory
instructional service during the busier times of the
year. In Section 3, a peak load factor of two was
included in these numbers, which means that if all
instructional computing were distributed
uniformly over a 14-hour day, 200-day academic
year, then the computer capacity required would
be about one-half that listed in Tables 4.1 to 4.3.
Such a uniform distribution is clearly impossible
in practice and, were it attempted, would destroy
the educational effectiveness of the computer for
all but a few students and faculty. As long as this
kind of rigid, uniform scheduling is not applied to
other educational resources, such as classroom,
office, and laboratory space; expensive laboratory
and audio-visual equipment; library facilities; and



Table 4.1. Estimated Computer Capacities AI
with Batch-Processing and Remoto

Administrative Processing Required

(Lines/minute)
(Transactions

per minute)

UNIVERSITY OF MINNESOTA 1,240 2,790

Twin Cities

Duluth 68 188e

Morris

Crookston, Waseca

STATE COLLEGES 645 1,383

Bemidji 77 166

Mankato 199 426

Moorhead 92 198

St. Cloud 159 341

Southwest 56 119

Winona 62 133

STATE JUNIOR COLLEGE SYSTEM 356 698

Typical Junior College (Enrollment:- 1,000)

PRIVATE COLLEGES 398 1,290

Typical Private College (Enrollment: 1,000) 12 39

(

aFor administrative processing only.

bFor instructional computing only, including Twin Cities and Morris campuses.

cState college needs could also be handled by:
1) a Class D computer for instruction + Class E for administrative processing, at a total of $65,1
2) two Class D's at regional centers, providing about 70% of one as excess capacity, at $80, 00

dTo provide the two-year campuses with instructional time-shared computing under this plan would ad(
hardware.

eAssumes 50% of total Duluth workload processed locally and the remainder in the Twin Cities.



Estimated Computer Capacities Required to Serve Minnesota Higher Education
.vith Batch-Processing and Remote-Job-Entry Facilities in 1975.76,...
.e Processing Required Instructional Capacity Required

Computer Class Required
(Table H.6.1)

, ..i.:.''

;Approximate Monthly Lease
- -i.,4-x-(,:, Cost $:.. .- :1;?, ii,te)

(Transactions
per minute)

Number of
Terminals

(FORTRAN
Statementshinutel

2,790

188e

-
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4.0
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0.3
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processing, at a total of $65,000/month, or
as excess capacity, at $80, 000/month.

nputing under this plan would add about $14,000 per month for

?ender in the Twin Cities.
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Table 4.2. Estimated Computer Capacities Required to
Time-Sharing and Remote-JobEntry, Batch

Administrative Processing leALAred

(Transactions
per

minute)

Instructional I

T Ime-S hal

(Lines
Per

minute) °A, TS

IC
Tel

(A

UNIVERSITY OF MINNESOTA 1,240 2,790

Twin Cities 25

Duluth 6868d 188 d 25

Morris 50

Crookston, Waseca 100

STATE COLLEGES 645 1,383 25

Bemidji 77 166 25

Mankato 199 426 25

Moorhead 92 198 25

St. Cloud 159 341 25

Southwest 56 119 25

Winona 62 133 25

STATE JUNIOR COLLEGE SYSTEM 356 698 100

Typical Junior College (Enrollment: 1,000)

PRIVATE COLLEGES 398 1,290 25

Typical Private College (Enrollment: 1,000) 12 39 25

aFor administrative processing only.

bFor instructional computing only, Twin Cities and Morris campuses.

cMorris, Crookston, and Waseca are accommodated on the Twin Cities campus computer.
dAssumes 501/4 of Duluth workload processed locally.



,acities Required to Serve Minnesota Higher Education in 1975-76 with
'a-Job-Entry, Batch-Processing, Using the Same Computers for Both

Instructional Capacity Required

Time-Shared Computing

Instructional Capacity Required

Batch Processing via Remote Job-Entry
Computer

AdO)nrIgfyNo. TS (Statements Class

0/0 TS
Terminals
(Active)

per
minute) °A. Batch

No. RJE
Terminals

(Statements/ crRaebreirtfRequired
4.1)

Lease
Cost $

.._
E -1-.a 30,000

25 131 10,380 75 30 4,230 Bb 85,000
25 14 511 75 3 436 F 12,000

50 10 383 50 1 105 c

100 5 426 0 0 0 c

25 77 3,020 75 18 2,489 C 65,000

25 10 382 75 2 310 F 12,000

25 23 900 75 5 739 E 25,000

25 12 462 75 3 378 F 12,000

25 19 736 75 4 604 F+ 16, 000
. .

25 7 270 75 1.5 220 G 8,000

25 8 290 75 2 238 G 8,000

100 79 2,350 _ E+ 30,000

25 55 2,230 75 12 1,830 D+ i-, 52,000
i.

25 2 66 75 1 54 H- X, 4,000
gm
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Table 4.3. Estimated Computer Capacities Required to Serve Minnesota
Sharing and Remote-JobEntry Batch-Processing, Using Sepal

.....

Administrative Processing Required

Instructional Capacity Required

Time-Shared Computing

In

Bate

(Lines
Per

Minute)

(Transactions
Per

Minute) '/. TS

No. TS
Terminals

(Active)

(Statements
Per

Minute) '/. Batch

UNIVERSITY OF MINNESOTA 1,240 2,790

Twin Cities 25 131 10,388 75

Duluth 68d 188d 25 14 511 75

Morris 50 10 383 50

Crookston, Waseca 100 5 426 100

STATE COLLEGES 645 1,383 25 77 3,020 75

Bemidji 77 166 25 10 382 75

Mankato 199 426 25 23 900 75

Moorhead 92 198 25 12 462 75

St. Cloud 159 341 25 19 736 75

Southwest 56 119 25 7 270 75

Winona 62 133 25 8 290 75

STATE JUNIOR COLLEGE SYSTEM 356 698 100 79 2,350

Typical Junior College (Enrollment: 1,000)

PRIVATE COLLEGES 398 1,290 25 55 2,230 75

Typical Private College (Enrollment:.-1,000) 12 39 25 2 66 75

aFor administrative processing only.

bFor instructional computing only, Twin Cities and Molls campuses.

cAssume a Class Z time-shared computer, the hardware cost of which is $6,000/active terminal, or $150/month per active terminal.
This does not include operating support.

dAssumes 50% of Duluth workload processed locally.



Serve Minnesota Higher Education in 1975-76 with Time-
ring, Using Separate Computers for the Two Modes

Instructional Capacity Required

Batch Processing via Remote Job-Entry
Computer Class Required

(Table 4.1) Approximate Monthly Lease Cost for Computers
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figure 4.1 Computer Capacity Versus Cost
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meal schedules and facilities, then it cannot be
expected to work for computers. On the other
hand, the peak load factor of two will not
eliminate significant queuing and delays during
busy periods, providing students with
considerable incentive to work during nonrush
hours. It is thought that the factor of two is a
reasonable compromise between minimum cost
service which is educationally inadequate, and
maximum convenience service which is too
expensive.

With this definition of computer capacity in
mind, it will be noted in Table 4.1 that to
adequately service their instructional needs in
1975, the Twin Cities campus of the University of
Minnesota will require a computer with just under
half of the compiling capacity of their existing
Class B CDC 6600. About half of the computing
at the University is for faculty research and public
service applications (see Appendix HA); it is

expected that this will continue to be true over
the next decade. It appears that this research and
public service load can be accommodated in that
half of the effective computer year outside of the
200 14-hour school days, plus in the background
time available during school days. Users from
other institutions of higher education can
probably be serviced during this background time,
too, at a higher priority level than lengthy
research and public service jobs. But with all these
demands on it, the capacity of the University's
computer will be pressed in 1975. We expect that
it will need to be expanded or replaced with a
larger computer early in the second half of this
decade. This analysis is consistent with that made
by Dr. Frank Verbrugge, Director of University
Computer Services, using an entirely different and
independent method, and included as Appendix
H.4 of this report.

Another interesting observation from Table 4.1
and Figure 4.1 Is that the University's Class 8
computer is, In fact, more economical than a
smaller system more nearly matched to the actual
instructional needs of the University. The Class A
and B computers, which were designed
specifically for efficient FORTRAN compiling
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and large scientific and engineering calculations,
lie in fact substantially above the
capacity-versuscost graph for smaller systems
(Figure 4.1). By moving to a computer with 50%
less capacity, which would handle the
instructional load for the university in 1975 and
very little else, it would be possible to save not
50%, but rather about 18% of the computer costs.
In addition to the very substantial reduction in all
research and public service applications, this move
would sacrifice both the capacity to process
efficiently certain kinds of large scientific and
engineering design problems for which the Class B
computer was designed, and the federal
government's contribution of 31% of the
computer's purchase price specifically to support
this capacity at the University (see Appendix
H.4).

It appears from Table 4.1 that there is a

cons:dera ble cost saving associated with a

centralized state college computer
($52,000/month) as opposed to computers at
each state college (a total of $68,000/month).
This cost saving, however, will be partly offset by
the additional communications lines required to
link four or five state colleges to centralized
facilities. These tradeoffs will be delft with in
more detail later.

A comparison of Tables 4.2 and 4.3 indicates that
it is considerably more economical to provide
time-shared computing from a small Class Z
system dedicated to that kind of service than it is
to provide it from a large computer, whether that
large computer is used also for batch processing
(Table 4.2) or is dedicated to time-sharing (Table
H.7.1b). This Is one place where economies of
scale do not appear, provided that the service
needs of timesharing users are limited to
relatively small jobs in a limited variety of
programming languages. As mentioned above, this
does tend to be true of instructional time-shared
computing. The results in Tables 4.1, 4.2, and 4.3
show that it is just slightly more exoensive to
furnish some of the instructional computing via a
Class Z time-shared system than entirety by batch
processing, while there is a considerable cost



increase associated with providing the same
amount of time shared computing on the same
computer which supplies the batch processing.
These comparisons are shown more directly for
the state colleges and the University in Table 4.4.
In Appendix H.8, a more complete comparison of
time-shared computing and various kinds of
remote-job-entry computing is given.

Finally, a general observation may be extracted
from the comments above. The greatest computer
efficiency can be achieved by using a machine
especially designed for a particular kind of job
and avoiding a mix of different kinds of
computing on the same machine. Hence,
instructional time-shared computing is least
expensive on a small, dedicated system; large
scientific calculations are best carried out on the
extremely fast Class A or S computers which
were designed for such applications; and
administrative data is most efficiently processed
on computers in Class D or E, at the knee of the
cost-capacity curve in Figure 4.1.

MASS STORAGE

Mass storage for data and programs is an

I ndispensible and expensive feature of any
general-purpose computer system. In the past,
punched cards have been used as the mass storage
medium for many computer systems, especially
small ones. This medium is needlessly bulky and
difficult to handle, store, and access. The two
common mass data storage media at present are

magnetic tape and magnetic discs or drums. The
important difference between these two is that
data must be accessed sequentially on magnetic
tape but can be retrieved at random from any
location on a disc or drum. Hence, tape is E..,1

effective and inexpensive medium for storing
information which is usually referenced in serial
or sequential order. High-speed disc and drum
storage is far more effective when fast and
frequent access to randomly distributed data is
required.

The computer systems in the scales of Table
H,7.1 include appropriate mass storage for the
usual instructional computing applications. In
particular, the time-shared computer systems are
configured with enough disk capacity to provide
about 3000 characters of program and data
storage for each user.

The amount of data storage required for
administrative applications is quite large and,
therefore, is listed separately from the computer
capacity. Approximate costs for mass storage
units and the control units required to connect
them to a computer are listed in Table H.7.2.
Using the mass storage estimates from Table 3.2
and monthly costs for typical storage systems
from Table H.7.2, the amount and cost of mass
storage is shown in Table H.7.3 for each of the
systems of higher education. Rather than using
average or typical cost estimates, monthly costs
of particular mass storage systems were employed,
since Iii most cases the computer system with
which the storage subsystem would work was

Table 4.4. A Comparison of Three Ways of Supplying the Computer Capacity Required at the Univenity of Minnesota
and at the Minnesota State Colleges. Computer Cost Estimates are Monthly Lease Equivalents Extracted
from Tables 4.1,4.2, and 4.3.

........

Batch
Processing

Only

Batch plus
25%

Instructional
TimeSharing

on Same
Co, outer

Batch plus
257.

Instructional
TimeSharing

on Class Z TSS
Computer

University of Minnesota, Twin Cities
(Instructional Computing Only)

State Colleges-Centralized System for Instructional
and Administrative Computing

S65,000Ano.

S45,000Ano.

$85,000/ o.

S65,000frno.

S70,000mo.

S46,550/mo.
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known. It was assumed that only 40% of the
storage requirements given in Tables 3.2 or H.7.3
would have to be on-line at one time, and this is
reflected in the monthly cost estimates given in
Table H.7.3.

There is one major consideration which increases
the cost and difficulty of storing and maintaining
administrative data in a computer system
security. Special attention must be given to the
use of hardware devices (memory protect),
software and operating system design, and
procedures for maintaining duplicate backup
records to prevent unauthorized access to data
and to minimize the possibility of accidental or
intentional destruction of data. The costs of
attention to this matter are intangible and are
usually lumped into system operating support and
maintenance. The costs of overlooking the
security problem are intolerable.

INPUT/OUTPUT FACILITIES: TERMINALS
AND COMMUNICATIONS

Configuration of Remote-Terminal Computer
Systems

A remote-terminal computer system is rather
more complicated than it may appear to the
casual user or observer. Figure 4.2 illustrates the
components in a typical system involving multiple
terminals of both the low-speed time-shared and
medium-speed remotejobentry variety. A system
dedicated to serving only one kind of terminal
simply will not have any of the hardware attached
to the other kind of terminal. The low-speed
ter minals are assumed to transmit at ten
characters/second or about 110 bits per second
(bps) the standard teletype transmission rate.
The medium-speed RJE terminals will be assumed
to function at a rate of 2400 bits per second,
corresponding to an input/output rate of about
300 cards/minute or 300 lines/minute, assuming
fifty characters per card or line.

The components involved in a system of the kind
illustrated will be described individually in terms
of what they do and about how much they cost.
It should be kept in mind that the prices quoted
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are typical prices, and that prices of components
from various manufacturers, which can do more
or fewer useful things than may be illustrated
here, may vary from those quoted by factors of
two or more.

Terminals

This is the basic input/output device. The
simplest and least expensive terminal today is a
teletype (TTY), which can be had with or
without a paper tape punch and reader for
off-line preparation and fast, automatic
transmission of input data. Although a TTY can
be used for remote-job-entry, it is rather slow and
inefficient for this application; it is usually used
for time-shared computing, providing the
capability for preparation and debugging of
programs and interaction with programs during
their execution. Card and mark-sense document
readers and graphic recorders are available which
can be controlled by TTY terminals to increase
their efficiency or effectiveness. Also becoming
more available are terminals and accessories which
operate at thirty characters per second. These are
much more effective for large amounts of output
and input via punched tape or mark-sense cards.

At the other end of the spectrum is a terminal
consisting of a small computer with the ability to
preprocess and format input data for more
efficient transmission and utilization of the
central computer facilities. Table H.7.4 displays
the spectrum of terminal types, their approximate
costs, and some examples of terminals currently
in widespread use. The terminal classes have been
identified with lower-case letters, ranging from
Class h, including the most powerful and
expensive small computers which are likely to be
used as terminals, down to Class m, the slowest
and least-expensive terminal (a teletypewriter).

Multiplexors or Concentrators

A single telephone line is able to handle data
transmission at rates of 2000 to 2400 bits per
second with no special equipment, and at rates of
up to 9600 bps with special modems and line
conditioning. A multiplexor is a device which
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permits the output from two or more terminals to
be combined for transmission over a single
telephone line, often allowing substantial savings
in communications costs. For instance, it is

possible to concentrate as many as 16 to 24
low-speed teletype terminals (110 bps) into a
single "voice grade" telephone line, and two
medium-speed 2400 bps RJE terminals into a
single telephone line. At the other end of the line
(the computer site), a similar multiplexor will be
required to separate the incoming signals into the
original multipleterminal channels. Table H.7.5
in Appendix H.7 describes a variety of types of
multiplexors and their costs.

Modems or Data Sets

For transmission over telephone lines, the pulses
from terminals must be converted into audio tone
signals. At the other end they must be converted
back into electrical pulses for transmission into
the computer. The device which accomplishes this
transformation in both directions is called a

modem (modulator-demodulator), or data set, or
Data-Phone (Bell System trade name). Modems
are designed to operate at specific data
transmission rates the faster the rate, the more
expensive the modem. Modems are also
designated as synchronous or asynchronous,
depending on whether or not the series of tone
pulses representing a character are transmitted
one at a time, or in blocks of characters with the
pulse timing strictly controlled by a clock
oscillator. Some multiplexors have modems built
into them, so that they do not need to be
supplied separately. The characteristics of several
different kinds of modems are described in Table
H.7.6 of Appendix H.7.

Communication Lines

The only sources of communication lines for data
transmission within the state at present are the
common carriers, Northwestern Bell Telephone
Company, other private telephone companies,
and Western Union. Within ti.e next ten years it is
possible that other communications carriers may
offer data transmission service, and it is a

recommendation of this report that a study be
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made of the feasibility of a statewide network for
communications of all kinds between all units of
government and education. For our purposes
here, however, we have no hoice but to describe
the characteristics and costs of presently-available
communication line services.

This information is listed in Table H.7.7 for the
facilities appropriate to data communications in
higher education. These are all voice-grade lines.
It is unlikely the. higher education itself would
generate enough data traffic over any route to
warrant the much more expensive wide-band
transmission lines handling 40,000 bits/second
and up. (However, the communications needs of
all governmental agencies could costjustify such
lines over certain high-traffic routes. This
possibility will be a major part of the feasibility
study of a statewide communications network.)
Certain data links will be used for rather limited
amounts of time for which the regular
long-distance dial-up network will be more
economical than leasedline or WATS (Wide Area
Telephone) service. An example is a state college
with a computer tying into the University's 6600,
particularly in the early stages of such an
inter-institutional arrangement. The information
in Table H.7.7 will enable institutions to
determine when it becomes more economical to
switch from dial-up to another form of service.
The GSA lines in Table H.7.7 are lines leased at
bulk rates by the federal government and made
available at very low Colt to agencies 3f state and
local government when and where extra capacity
exists. Information on the availability of these
lines between the locations of most institutions of
higher education is maintained by the
Telecommunications Division of the State
Department of Administration.

Finally, the state itself now leases a number of
communications lines to serve the needs of its
various agencies and offices throughout the state.
These lines and facilities are tabulated in Table
H.7.8, and it may be possible to arrange for
limited use of a few of them for data
communications. Since these lines are intended
for voice communications between offices, they
are not available during normal dayt -re hours;



and in some cases they must be kept open after
hours as well. Unfortunately, the WATS lines
from St. Paul are OUTWATS, while for
communications be' 'een a terminal and a

computer, INWATS JS are needed. Since the
heavy need of large numbers of students for
instructional computing must be accommodated
during the day, the presently-existing leased lines
will be of little use. They may be of major
importance, however, for processing certain kinds
of long research calculations from remote
locations where both terminals and an available
state tieline or WATS line happen to be located.

Communications Controllers or Concentrators

When data arrives at the computer from remote
locations, it must be collected and concentrated
into bunches of complete data records (i.e.,
complete lines of input or messages) and fed into
the computer in a high-speed stream or a fast
burst; otherwise the processing speed of the
computer would be slowed down by many orders
of magnitude to match the data input rate from a
single terminal. The device which accomplishes
this task is a communications controller or
concentrator. The characteristics and costs of
some typical controllers are listed in Table H.7.9.
A controller is, in effect, a message processing and
switching computer. Some of the more effective
teleprocessing computer systems, in fact, employ
small "front-end" computers as concentrators.
This is another example of a computer being
dedicated, effectively and efficiently, to a task
other than computing.

Staffing of Teleprocessing Networks

Any teleprocessing computer network involving
more than a few remote terminals and
communications lines must be designed and
engineered with some care, installed, and
maintained. This is especially true of networks
using multiplexors and medium-speed and
multi-channel modems. If all of the equipment is
obtained from one of the common carriers, then
their monthly rates will include the design,
installation, and maintenance of the system.

When equipment is leased from ether vendors,
they usually will provide routine maintenance as
part of the lease cost; if purchased rather than
leased, most vendors offer .maintenance contracts
on their equipment for a monthly fee. But if a
network is as complicated as those to be
describe,. later for a junior college-private
college-university time-shared computing service,
or for a multi-user interconnected state college
system, then the communications network must
either be leased from the telephone company or
Western Union, or the managers of the system
must obtain staff to design and supervise the
installation and maintenance of the
communications. The minimum staff for this
purpose would be one highly competent
communications engineer. This staffing problem
must not be forgotten when comparing costs of
common carrier and independent vendor
facilities.

A similar problem arises with the maintenance
and servicing of terminals and other
communications hardware. At some point, when
there is enough equipment of this type, it may
become more economical to hire a technician or
two to maintain and service it rather than paying
a monthly service charge to the vendor. Decisions
on such matters should weigh not only costs, but
also service and reliability. An instructional
computing network must be reliable if it is to be
educationally useful and effective. Recent reports
from several NSF-funded regional computer
networks in higher education have documented
the importance of careful design and maintenance
of the communications part of the network as
well as the computer part9.

At present, communications engineering support
would have to be provided by whatever group is
responsible for operating a communications
network a state college or the university, for
instance. A capacity to provide this kind of
service to higher education as well as other
governmental agencies may develop in the State
Telecommunications Division. This division may,
in fact, develop the capacity to design,
implement, and manage a complete
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communications system linking a terminal to the
communications controller. These possibilities
will be under study during the coming months.

STAFF AND OPERATING SUPPORT

One of the major components of cost in any
computer installation is the operating support
staff salaries, maintenance, and general supplies
and expenses which are too numerous to detail.
Any estimate of the cost of computing which
ignores these expenses will be highly misleading.
In a business or industrial environment, medium
and largescale data processing installations seem
to incur operating costs which are about twice the
monthly rental cost of the hardware they use.
Estimates made at the University of Minnesota's
Computer Center show operating costs (salaries,
maintenance, supplies and expenses) about equal
to the equivalent monthly rental of the
equipment. For small data processing installations
in business and industry, operating costs may be
considerably greater than two times the
equivalent monthly renta110.

Experience indicates that computer operations in
higher education require somewhat less staff
support than in business, because much
programming is done by faculty and students as
part of their job instead of by paid programmers
and analysts. At the least, this is true for
educational applications of computers. To
estimate operating costs for educational
computing, it has been assumed that operating
costs equal equivalent monthly rental costs at
prevailing commercial rates (not including
educational discounts). The monthly rental
includes the computer system, mass storage,
terminals, find communications, while operating
support covers keypunches (five or six for each
remoteobentry terminal, or per 2000 students)
and other input peripherals, as well as staff
salaries, maintenance, supplies, and expenses.
Administrative data processing is assumed to
require twice the equivalent monthly rental in
operating expenses.
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DEPLOYMENT ALTERNATIVES

Procedures and Assumptions

Th? number of ways in which the educational and
administrative computer resources of higher
education could be deployed is indefinitely large.
The number of alternatives has been scaled down
to manageable size by employing the criterion of
educational effectiveness, by recognizing the
existence of computing facilities at certain
locations now, and by some gross cost
considerations. The resentments and vested
interests occasionally encountered between or
within the systems or institutions were given no
weight. As discussed more extensively in Section
5, these and other political considerations may
make certain alternatives entirely unworkable,
unless a userdirected policy board is established
for facilities serving several institutions.

Some complex organizational factors must be
addressed if interinstitutional and intersystem
services such as the statewide library system and
regional computer centers are to be workable.
Such experiments have been shown to be
workable in other states, e.g., libraries in Ohio
and regional computer centers in Iowa. The key
to success in such an endeavor is a useroriented
organization. If services are offered to a group of
users on a "take it or leave it" basis, the services
will probably be left. The potential users of a
forthcoming interinstitutional service center
must be brought into the cooperative venture
before it is established, and in such a way that
they have a real sense of participation. One
organizational approach is to elect a governing
board from representatives of the users or
potential users and to have the director or
executive committee of the service organization
report to this board.

The systems alternatives have been configured to
meet the computing goals defined in Section 3 for
1976, using the hardware capacities and costs and
operating support levels established earlier in this



section. Even if money were no object, it would
be impossible to meet the goals and to develop
the staff and the faculty expertise to use the
capacity earlier than 1975.

Finally, we have considered ,only the needs for
instructional computing, computer training in the
Area Vocational -Technical Schools, and
administrative data processing in the collegiate
institutions. We have not token into account any
involvement of users outside of higher education,
such as is planned for the center at Mankato State
College. Where there is no excess capacity for
such users, it will have to be provided if they are
to be accommodated. This may well justify the
acquisition of larger facilities than those described
here. But then the outside users would pay their
share so that the total cost to hight.r education
will not be affected much. Where there is excess
capacity by a factor of two or greater, the facility
may be too large in 1975, unless outside users are
brought in. When the excess capacity is less than a
factor of two, the facility may be about the right
size or it may be too small. If the estimates here
are as precise as a factor of two, it is only by luck.

Specification of the Alternative Deployment
Configurations

In this section each of the five systems of higher
education in Minnesota will be discussed in turn,
indicating which alternatives we have chosen for
analysis and why. Details of the analysis of each
alternative may be found in Appendix H.9; a
summary of the results follows discussions of the
five systems.

University of Minnesota

In 1976, about 26% of the postsecondary
students and almost all of the graduate and
advanced training In the state will be
concentrated on the Twin Cities campus of the
University of Minnesota. It is assumed that the
administrative data processing (most of it for all
campuses of the University) is confined to a
separate, dedicated batch processing facility with
a capacity for about one dozen remote query
terminals. To )ur knowledge there are no major

universities at which administrative and
instruction-research computing have been
combined on one machine, and a few where it has
been tried and failed. The total amount of
computer capacity needed at the University also
makes this division sensible.

For instructional computing on the Twin Cities
campus, we have made the following
assumptions:

1. A configuration of three high-speed

input/output stations exists (one on the
West Bank, one in the engineering
complex, and one elsewhere on the Twin
Cities campus) and serves 30% of the
instructional computing needs. This
requires three high-speed telephone lines.

2. A network of remote-job-entry terminals is
connected to the batch processing

computer over voice-grade telephone lines
and serves 45% of the instructional needs.

3. Interactive timeshared computing is

required for about 25% of the computing
capacity. These needs are satisfied by local
telephone lines to a central time-shared
facility which costs about 56,000 per
active terminal (or about 5150/mo.
equivalent lease).

In addition to this instructional capability, the
University will need, very approximately, an
equal amount of capacity for its research and
service computing. Since the cost of this
computing will be charged to those activities, it
will not be included in the cost estimates here.

At present, about 15% of the work on the Duluth
computer is administrative processing which must
be carded out locally. This amounts to
approximately 35-40% of the total Duluth
administrative work load, the remainder being
handled In the Twin Cities. It will be assumed
that in 1976 60% of the administrative data files
are used and maintained locally, as well as in the
Twin Cities, and that 60% of the administrative
work load is processed in Duluth. Instructional
needs will be accommodated by a local batch
input/output station (76%) and lowspeed
teletype terminals (25%). Duluth has had its own
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medium-sized (Class F) computer for two years.
As shown in Tables 4.1-4.3, this campus needs the
capacity of such a computer, and will probably
outgrow it soon after 1975. The expense of a
high-speed communications line to provide this
capacity remotely from the Twin Cities would
exceed substantially any cost savings resulting
from use of a large central computer. By 1975,
Duluth should be provided with a voicegrade
telephone line to Minneapolis for administrative
query terminals and occasional remote entry of
large problems on the University's major
computer. Excess capacity may be needed to
serve users outside the UMD campus, as a regional
computing center.

The instructional computing needs at the Morris
campus in 1975 can be satisfied by a combination
of time-shared and remotejobentry terminals,
each accommodating 50% of the load and served
by leased telephone lines. These lines can also
service a query terminal to the University's
administrative computer. The instructional
terminals could be connected to any suitable
computer in the state. For instance, tying into a
regional center at St. Cloud State College would
save a few hundred dollars per month in leased
line charges over a connection to the Twin Cities.
At the moment, the main University campus
seems to be the only source of adequate service.

The computer needs of the University Technical
Colleges in Crookston and Waseca most resemble
those of junior colleges. In the 1975 deployment
schemes, they have been provided with
time-shared terminals to the universitymanaged
computer on the same basis as the State Junior
Colleges.

The University deployment configurations
analyzed are:

U-1: A system with computing facilities in the
Twin Cities and Duluth serving all of the
University's needs.

U-2: A regionalized system with the two
technical colleges and the Morris campus tying
into the nearest regional computing center
rather than into University facilities.
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State Colleges

The State College Board's plan is to have two
regional computing center hubs in operation by
1975 5. The first of these will be implemented at
Mankato State College in 1970. It is assumed in
one case that the second hub will be in service at
St. Cloud State College in 1975, and in another
case that only the Mankato computer will be
available then. Each of the satellite sate colleges
have been assumed to possess a Class I computer
which functions as a stand-alone computer and a
terminal (Table H.7.3). Three of them now have
(or have on order) IBM 1130 computers. It is also
assumed that the satellite colleges possess Class k
terminals for communicating on a
remote-job-entry basis with a large computer
elsewhere usually one of the state college hubs.

Although there may be a real demand for
time-shared service at the state colleges with
satellite computers, it is assumed that they use
only batch processing service through remote
medium-speed terminals or local high-speed
terminals (one high-speed terminal is equivalent
to about four medium-speed devices).
Replacement of 25% of this capacity with the
equivalent number of lowspeed terminals for
time-sharing would add a relatively small cdst to
the tottil. A 14-hour day is available for
instructional work by students, with an 13hour
shift for administrative applications at all
locations.

The configurations evaluated for the state
colleges, then, are as follows:

Si: Two regional computing center hubs, with
the state colleges linked by WATS lines.

S2: Two regional computing center hubs, with
the stale colleges linked by telephone lines.

S-3: A single regional computing center hub at
Mankato, with leased-line connections to other
state colleges.

S-4: A single regional computing center hub at
St. Cloud, with leased-line connections to other
state colleges.



State Junior Colleges

Administrative data processing has been
centralized for the State Junior College system
and despite inadequate equipment has provided a
very high level of service to its customers (the
junior colleges and the State Junior College
Board). Because many of the junior colleges are
small and geographically remote, it seems most
reasonable and economical to maintain
centralization of data processing, using United
Parcel Service as the communications link for
transmitting most of the data. The centralized
data processing could be directly under the
control of the Junior College Board, or they
could lease an appropriate amount of service from
some other facility in the Twin Cities. Suggestions
on this will be found in Section 5. But it is

necessary that the data processing staff be under
the State Junior College Board and that they have
control of their own data base. In 1975, the
Board offices in the Capitol Square Building will
need direct access to the computer data base for
retrieving information and for carrying cut
various kinds of statistical studies. For this
purpose, they should be able to use the terminal
installed by the State College Board. Finally,
sometime after 1975 each junior college will need
a qtgery terminal for retrieval, checking, and
updating information on their own students and
budgets. These query terminals are not included
in the 1975 configuration.

For instructional computing, many of the junior
colleges are so small that one remotejobentry
terminal would far exceed their needs.
Furthermore, time-sharing and cooperative access
to and development of a common library of
instructional programs are effective ways of
providing a rather uniform level of instructional
computing service to all junior college students.

The three deployments presented in Appendix
H.9 for the State Junior College System are
therefore:

JAI: A centralited administrative system,
using flail and parcel service for most data
communications.

JI.1: A centralized time-shared instructional
computing system serving all 20 junior colleges.
The computer facility would be shared with

the private colleges and the University.)

JI.2: A regionalized time-shared computing
network, with the junior colleges tied into
computers located in Duluth, Mankato, St.
Cloud, and the Twin Cities.

Private Colleges

Deployment of computer resources to serve the
needs of the private colleges is a more speculative
projection than in the case of the public
institutions, since the colleges are so varied and
dispersed. In the Twin Cities there is a group of
colleges large enough and strong enough to
profitably cooperate and share their resources.
This they have already begun to do for both
instructional computing and administrative data
processing. Several of these colleges also have
been using the University's computer facilities,
and arrangements are being made to expand this
usage substantially. Similar strength, in quality if
not in numbers, exists in the Northfield area. The
other private colleges are more scattered.

The deployment alternative P-1 shown without
costs in Appendix H.9 represents what seems to
be the most natural arrangement for the private
colleges on a geographical basis. Note that the
regional centers planned for Mankato and St.
Cloud should have enough capacity to
accommodate their neighboring private colleges in
1975, The realization of a deployment like this
depends on the readiness of the public
institutions to share their resources; the
availability of funds, both public and private, to
support use of resources; and the response of the
individual private institutions. A specific
recommendation in the next section deals with
the first two conditions.

Area Vocational-Technical Schools

The need for computing capacity in the Area
Vocational-Technical Schools has been
summarized in Table H.5.3a of Appendix H.5.
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Following the projections of the State
Department of Education, it has been assumed
that in 1975 there will be about thirteen area
schools with data processing and accounting
programs; three area schools with large (two-year)
accounting programs; and eight more with small
(one-year) accounting programs. It has been
assumed further that the suggested deployments
of computing capacity will provide not only
enough access, but also excess capacity to serve
other regular training programs which may
require some exposure to computers: for
instance, surveying, drafting, numerical machine
co ltrol programming, job estimating in carpentry
anJ other trades. Some of the schools also have
extensive adult evening programs in accounting
and data processing, especially in the larger
population centers. It is assumed that the
resources serving the day-school population will
be adequate for evening students, but the added
cost of this extra use has not been included in
these deployment estimates.

In Appendix H.9, the following deployment
schemes are presented for the area schools:

V.1: A single central computing facility serving
all area schools needing service, via
remote-job-entry terminals and WA :S lines.
This alternative is the one suggested without
analysis or documentation in the 1969 ARIES
Report on data processing in the vocational
schools. This alternative has been analyzed in
terms of business mini-computers (Class I

terminals) at those locations with data
processing or large two-year accounting
programs, and Class k remotejobentry
terminals at other locations.

V.2: Service through remote terminals from
regional computing centers located in the Twin
Cities, Duluth, St. Cloud, and Mankato.

V.3: Service from a corrbination of small
(Class HI computers st some of the area schools
already processing them; business
mini-computer terminals at other schools with
data processing and large two-year accounting
programs; and simple remote-jobentry
terminals (Class k) at schools with accounting
Programs-
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A Fully Regionalized Deployment for Higher
Education

Several of the alternatives examined for each of
the systems of higher education have involved
regional centers providing computing service. This
last deployment configuration, R-1, combines
each of the regional configurations U-2, S-2, JI-2,
and V-2 to summarize the total networking and
cost implications of a fully regionalized system
for the public institutions. This kind of a system
should not be considered until at least one
regional center has demonstrated that it can meet
the goats of instructional computing for many
institutions in a way that is reasonably
satisfactory to users of the service prov;ded.

Summary of Results for the Deployment
Alternatives

The co-,ts associated with each of the
configurations described in the previous section
and analyzed in Appendix H.9 are summarized in
Table 4.5. These rough cost estimates are based
on July 1970 projections of enrollments in 1975
and are one factor considered in arriving at the
recommendations in the next section of this
report.

In interpreting and comparing the costs in Table
4.5 with other estimates in this report, it is

important to keep a number of facts in min';.

Only Instructional computing In the public
institutions. computer training in the
vocational schools, and administrative data
processing in the public collegiate
institutions have been included.
Special-purpose training and laboratory
computers, public service and research

computing, library automation, and
computerassisted Instruction development
have been excludetl.

Staff and operating support costs have
been assumed to equal monthly hardware
costs for all kinds of computing except in
the vocationaltechnical schools. As
remarked elsewhere, the 1:1 ratio is

appropriate for instructional computing,
while a 2:1 operating-to-hardware ratio is



Table 4.5. Summary of Monthly Equivalent Lease Costs Associated with Each of the
Deployment Configurations Analyzed (1970 Dollars)

Configuration and Description
Computer
Systems

Mass
Storage Terminals

. .

Communications

Operations
find(d)Staff

-

Total

U-1 Intro-University System 109,750 5,848 32,400 12,088 160,086 321,072

U-2 Regionalized University System 114,350(a) 5,848 32,400 11,830 164,428 328,856

S-1 State College System with Two 60,000 9,114 9,600 8,380 87,094 174,188
Nubs, INWATS

S-2 State College System with Two 60,000 9,114 9,600 7,240 85,954 171,908
Hubs, Leased Lines

S-3 State College System with One 60,500 9,114 12,800 11,564 93,978 187,956
Hub at Mankato

S-4 State College System with One 60,500 9,114 12,800 10,996 93,440 186,880
Hub at St. Claud

. ....1-..

JA-1 Central Administration System
for Junior Colleges

10,000 1,333 - - 11,333 22,667

JI-1 Central Time-Sharing for 12,300, (b) 6,150 4,849 23,299 :-;, 46,598
Junior Colleges

JI-2 Junior College Time-Sharing 13, 650* (b) 6,150 4,696 24,496 48,992
Using Regional Centers

P-1 Private Colleges(c)

V-1 Area Vocational-Technical 12,800 (b) 48,100 18,938 (d) 79090
Schools Using Central
Computer

V-2 Area Vocational-Technical 7,900 (b) 48,100 8,520 (d) 64,52
Schools Using Regional
Centers

V-3 Area Vocational-Technical 14,500 (b) 43,100 7,718 (d) 65,318
Schools Using Small
Computers and Terminals

R-1 Fully Regionalized System 195,900 14,962 96,250 31,366 274,878 : 613,356

(ath;These costs are based on expected average utilization rather than peak load capacity.
(0)Mass storage for Instructional systems is included in the cost of the computer systems.

Costs have not been estimated for the private colleges as a system. The computing and terminal capacities needed for individual
colleges can be estimated from Tables 4.1 -4.3. Communications costs will be quite low, because all private colleges are

(d)near regional centers (except Concordia, which could ride an unused channel on one of Moorhead's lines to St. Cloud).
Staff and operations cost is assumed to equal the sum of the other costs, except for the Area Vocational-lechnical Schools.
AVTS computing facilities are staffed by regular faculty members as part of their teaching duties, and by students as part of
their instructional program, not by specially-hired operators, programmers, and managers, as is the case in the other
systems.
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more suitable for administrative processing,
and about 2:3 for small dedicated
time-shared computers. Both of these other
applications are relatively small, and the
overall picture has not been changed
greatly.

Costs quoted for computers are based on
market value, not on what the institution
or the State actually paid. For instance, the
University paid about 55%of market value
for its Class B computer, of which 45%
came from a federal grant (see Appendix
H.4), and Mankato is planning to lease its
Class D machine at about $20,000/month
rather than the $40,000 class rate in Table
H.7.1. rhe dirferences arise from variations
in costs of computers in the same class, and
from discounts and grants by the
manufacturer. The operating support for
these facilities, however, should be based
on market value rather than discounts.

A close examination of Table 4.5 permits several
other interesting observations.

Regionalization of computer services does
not appear to result in large savings for the
University or the Junior College System;
the decrease in communication line cost is
small because of the geographical
distribution of institutions and is partly
offset by increased cost of computer
services from regional centers, rather than
from dedicated Class Z time-shared
computers or from the University's
super-efficient Class B computer. There do
seem to be savings for a two-hub state
college system as opposed to a single hub,
for a regionalized vocational-technical
school network a centralized system, and
for the University Technical College in
Crookston and Waseca connected to a

junior college network rather than to other
computers of the University (see the R-1
configuration in Appendix H.9). These
conclusions, however, could be changed by
a number of developments: for instance,

4-50

availability of GSA telephone lines,
implementation of a statewl le
communications network, regionalization
not just within higher education but
involving other public agencies, dispersal
rather than centralization of Class Z

time-shared computers. With the
exceptions mentioned and on the basis of
presently available communications
facilities, then, it would seem that the
matter of regionalization vs. centralization
could be settled on the basis of educational
effectiveness rather than cost.

If the Pierce Report goals tt,r adequate
computing are met in 197n, then the cost
per student of computing at the University
will be about 1.7 times that in the state
colleges (see Table 5.6 in the next section).
This reflects primarily the high cost of
graduate and post graduate professional
training in terms of computing, as well as
all of the other resources consumed by this
form of advanced education.

On a per-student basis, computing in the
state colleges, junior colleges, and
vocational-technical schools costs about
the same. It would be noticeably less in the
junior colleges except that the separate
administrative computer there is rather
more expensive than administrative
computing in the state colleges. When it is
recalled that only about 10% of the
students enrolled in vocational-technical
schools are in data processing or
accounting courses, the cost per student
who actually uses the computer becomes
ten times the average cost per student in
the collegiate institutions. This matter will
be discussed in greater detail in Section 5.

It is apparent from these considerations
that the State Junior College System can
reduce its administrative costs either by
utilizing a large computer facility outside
the system, or by selling its excess capacity
to other users in the state or in higher
education.

Several of these observations will be referred to or
elaborated upon in Section 5, in terms of the
more complete computing cost projections there.



5. RECOMMENDATIONS AND DEVELOPMENT
SCHEDULES

This final section of the report on higher
education contains:

a) A series of recommendations for actions or
policies in general, for each of the five
systems of higher education, and for the
Higher Education Coordinating
Commission;

b) A rather specific five-year schedule for
developing computing capability in

Minnesota higher education, complete with
orderofmagnitude cost estimates;

c) A more general indication of developments
during the second five-year period,
1975-1980;

d) Some comparative information on other
cost figures in higher education to place
the cost estimates from (b) in perspective;
and

el Suggestions for priorities and planning to
use the funds which may become available.

In a certain sense, the section could be considered
a "Master Plan" for computers in Minnesota
higher education. The recommendations and
funding estimates, however, must be thought of
as guidelines; they must not be used as rigid,
specific plans. The scope and time available to
complete the study have not been sufficient to
develop specific, detailed implementation plans,
which in any case are the responsibility of the
institutions and systems themselves. What the
report attempts to do is to estimate the
computing capacity required for many of the
major functions and areas of higher education in
Minnesota, to assess the approximate cost of
providing this capacity, to recommend
alternatives for its deployment throughout the
state, and to discuss some of the problems and
organizational structures associated with
implementing the recommendations.

The scope of this part of the study excluded even
a general survey of the computer wads of
elementary and secondary education. Even
though some post-secondary institutions plan to
provide computer services to schools and other
outside agencies, the capacity and cost to provide
these services have not been taken into account.
Any such plans will naturally require capacity in
excess of the needs of higher education. If this
excess capacity has not been included in our
estimates, then it will have to be provided. If it
has been included, then it will be the
responsibility of those managing the facility to
insure that, in the long run, the excess capacity is
utilized effectively, and that its incremental cost
to higher education is recovered.

RECOMMENDATIONS FOR MINNESOTA
HIGHER EDUCATION

General Recommendations

1, The objectives of the 1967 report of the
President's Science Advisory Committee,
Computers in Higher Education1 should be
met in Minnesota within about five years.
This report, commonly referred to as the
Pierce Report after the chairman of the
Committee, called for a nationwide program
to bring all college and university computer
facilities in the United States up to the level
of those best equipped in 1967. Although the
Pierce Report based its recommendations on
the use of time-shared computing to meet all
of the instructional needs of higher
education, a combination of batch processing
and time-shared computing appears more
desirable. This is reflected in Section 3 and in
the budget recommendations of Section 5 of
this report.
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2. It is neither necessary nor desirable to
establish full-scale educational programs in
Computer Science or Data Processing at all
public institutions of higher education.

At this time, it appears that the needs of the
state will be satisfied by the following
well-supported programs:

a) At the University, undergraduate, graduate,
and research programs in the Department
of Computer, Information, and Control
Sciences, plus a strong component of
training and research in data processing in
the areas of business, educational, and
public administration.

b) I n the state colleges, about two
baccalaureate degree programs with majors
in computer science, plus incorporation of
computer and data processing training into
the programs of all students in science and
in business educational, arid public
administration.

c) One junior college program in data
processing, using the administrative
computer at Lakewood State Junior
College. Some other junior colleges may be
able to share in data processing programs at
nearby area vocationaltechnical schools.

d) Six to eight full data processing curricula at
area vocationaltechnical schools. (The use
of data processing and computing in other
fields, such as accounting, drafting,
engineering technology, etc., must be
supported in addition.)

Computer installations serving the
instruction, training, and administrative
needs of higher education must be operated
on a service-oriented basis. Where these three
functions are combined on one computer,
instruction and training should normally be
scheduled during the school day, with
administrative applications handled at other
times.

Regional or statewide computer services
which involve several institutions or systems
must be organized to provide the users with a
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meaningful voice in establishing priorities am
controlling the level of services provided.

It is clear from conversations with educators
and others throughout the state, that regional
computing centers and other
inter-institutional arrangements will fail
utterly if this voice is not provided. The
beginning of this process of providing e

meaningful policy voice is the development
of a charter or statement of mission for the
inter-institutional center by the management
of the center and prospective users.

5. Support is recommended for research and
development activities associated with
information services and depending on
accurate, continuously updated data bases.
Such work is being carried out by several
groups at the University of Minnesota, in
cooperation with various state agencies. This
work should receive separate funding
supplemental to the regular operating
budgets of the University and of the state
agencies involved. Examples of these
activities are: the Minnesota Analysis and
Planning System (MAPS), the Rapid Analysis
Fiscal Tool System (RAFTS), the Land
Usage System being developed by the Center
for Urban and Regional Affairs and the State
Department of Administration, and the
Information Management System being
developed for the Pollution Control Agency
by the Hybrid Laboratory.

The Department of Administration, the
University, and the appropriate state agencies
should develop a program which includes: (a)
a research and development budget for the
above systems for presentation to the 1971
Legislature, and (b) a program of orderly
transfer of responsibilities to state agencies
and departments as the programs move from
the developmental to the operational stage.

Appropriations should be made to the
appropriate state agencies and contracts
should be jointly developed by the University



and the agencies for which the University
carries out the research and development
activities.

Information services planned around archival
and bibliographic data bases should be
managed by the Statewide Library System
mentioned in Recommendation 29.

6. The two systems of higher education which
have a defined mission in research and
graduate training are the University of
Minnesota and, to a lesser extent, the state
colleges. Research activities in general are
funded by a combination of institutional
resources and outside grants and contracts.
Research computing is and should be
supported in the same way so there is no
need for direct funding of such activities as
far as these recommendations are concerned.
It is necessary, however, that the University
have available to it the kind of computer
capacity and facilities required for scientific
and other research work, and we recommend
the maintenance and support of this
capacity. If the State Colleges possess enough
computing power to accommodate their
instructional needs, they should have little
difficulty in providing enough excess time to
take care of most of their research needs.
Certain large computing or data processing
problems at the State Colleges may be more
economically processed at the University's
computer center or eventually at one of the
other regional centers. To handle problem
interchanges of this kind is one reason for
Recommendation 25 that common
communications interfaces be maintained
between all computers in the state.

7. During the course of this study, it became
apparent that there is a serious need for
school personnel trained in both educational
administration and information and
computer technology, as well as for more
teachers of business, mathematics, and the
natural and social sciences with training in
the uses and applications of computers.
These needs could be met by adding

requirements to existing degree programs and
certification standards in order to encourage
pre-service training in computer science for
teachers and educational administrators. It is
recommended that the State Department of
Education and institutions granting
education degrees adopt such requirements.
The major problem in implementing modern
information systems and computer
instruction technology in local school
districts is a lack of people trained in these
fields.

Recommendations for Each of the Five Systems
of Higher Education

The University of Minnesota

8. The University has already established and is
implementing plans to make available to
other colleges remote service on its CDC
6600 computer. This external service will he
provided within the state on the same cost
basis applied to internal users. Funds should
be provided for:

a) Communications controllers and other
central site expansion to meet the demand;
and

b} Terminal and communications hardware
for colleges within and outside the
University which need access to the 6600.

9. The University needs a time-sharing
capability to satisfy its own needs; these are
currently being met by commercial services.
A statewide instructional time-shared
computer system should be acquired and
established under University management,
with sufficient additional capacity to serve,
at least for an interim period, the
instructional needs of the State Junior
Collage System and the time-sharing needs of
nearby private colleges.

10. The University, as the major research
institution in the state, should undertake
research and development on the applications
of CAL CMI (Computer-Assisted and
Computer-Managed Instruction), and other
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11.

4-54

aspects of learning psychology and
technology to the problems of mass higher
education. ;there are potentially large
economies and productivity increases ;n
education which may be achieved by the'se
new technologies. However, such applications
should be undertaken initially on a research
basis because of the high development cost
and inherent risk. Appropriate faculty of
other state institutions should be involved in
these developments so that they may be
extended easily for statewide use if proven
successful. The Center for Research in

Human Learning (CRHL) at the University is
concerned with a basic understanding of the
teaching learning process and the application
of this knowledge to practical problems of
education through CAI, CMI, and other
appropriate media. Significant development
work is also under way at both Southwest
Minnesota State College and Macalester
College on the management of instruction by
computer. It may be appropriate for the
CRHL to play a coordinating rob for these
activities. But all of them will require some
technical services and support.

It is recommended that a statewide center be
established and funded to provide computer
services aryl other technical support to
development activities in CAI and CMI at the
Center for Research in Human Learning and
at similar centers throughout the State of
Minnesota. This Center would also
coordinate CAI programs and aid in their
transition from research and development to
operational or "production" status.

Computers have become important
instruments in non-computational laboratory
instruction, particularly in professional
programs in computer science and in
engineering. Establishing laboratory
computer systems for certain of the
University's professional programs in
engineering and computer science constitutes
an important component for the
development of instructional computing in

12.

Minnesota. It is recommended that the
installation of these laboratory computers at
the University be funded.

Because of its size, the administrative data
processing activity at the University is more
complex than that in any of the other
systems studied. It is recommended that the
University continue to implement an
administrative data processing system with
complete and well maintained data bases, as
suggested in Section 4. This would prepare a
solid foundation for the development of
effective management information and
program budgeting systems. A study of the
University's needs in this area is currently
being carried out by Cresap, McCormick and
Paget, Inc.

13. Adequate computer services should be
supplied to the University's coordinate
campuses in the following ways:

a) Duluth. its size and distance from other
large computer facilities make it
uneconomical to supply the Duluth
campus with the service it needs over
telephone lines. It is recommended,
therefore, that the computer capacity at
UMD be expanded to keep pace with the
level of service required by its students. If
after 1975 the regional computer center
concept has proven successful, then UMD
should be considered as a center for
northeastern Minnesota.

b) Morris. To meet its immediate needs, the
Morris campus should be provided with a
remote-job-entry terminal to the University
6600. As this campus grows, its capacity
may be expanded either by upgrading the
terminal to one with some independent
computing capability or by providing some
terminals to a timeshared computer
facility.

c) Technical Colleges at Crookston and
Waseca. The computer needs estimated for
these technical colleges most resemble
those of a typical junior college. The most
effective and economical way to provide
them with computer service is via the same



mechanism established for the junior
colleges; vis., a tie-in to an instructional
time-shared computer facility.

The State College System

This recommendation supports, in general, the
plan of the State College Board as described in
the January 20, 1970 Position Paper by Dr. John
E. Haugo5. The plan calls for the development of
a network of regional computer centers, providing
administrative data processing and instructional
computing for the colleges, and serving other
state and educational (school district) users as
well. The first of these regional centers, the
southern hub at Mankato State College, is
presently in the process of being established.
More specific recommendations are as follows:

14. Planning for the northern Regional Computer
Center at St. Cloud State College should
build on the experience at Mankato, and
should proceed in two phases: (1) for
installation in 1973 a small-to-medium-sized
computer servicing a limited number of
remote terminals and operating both
independently and as a satellite to the
Mankato Regional Center; and (2) a larger
independent computer system similar to the
one at Mankato, to be installed in 1975.
Funding for these phases will be required
from the 1971 and 1973 legislative sessions,
respectively. The State College Board must
request for 1971-72 sufficient funds to
develop the staff necessary to plan this center
in detail and later to operate it.

15. As soon as possible (i.e., 1970-71), each one
of the state colleges excepting Mankato
should be provided with remote terminal
facilities capable of interfacing with the
Mankato Regional Center, with the 6600 at
the University of Minnesota, and with any
other appropriate facility. The colleges
should also be provided with funds for
approximately one-half hour per month of
computer time and for telephone
connections to begin acquiring experience in
using large computers, as well as to provide

needed immediate services for their students
and administration.

16. It is important that the State determine
whether a regional computer center serving
many different users, as is being established
at Mankato State College, is viable.
Therefore, it is recommended that the
Regional Computer Centers at Mankato and
St. Cloud State Colleges be supported in their
first few years of operation at a level
sufficient to insure that their success or
failure results from the level of service they
provide rather than from inadequate funding.
Useis of Regional Center services outside of
higher education should be expected to pay
for services received; the income should he
returned to the State in proportion to the
level at which the regional centers are
funded. Likewise, since the funding is for
instructional purposes, the State Colleges
themselves should be expected to pay the
regional centers for administrative data
processing carried out on these facilities.

17. The development from a two-hub network to
a system with regional centers at each of the
six state colleges should proceed only after a
careful evaluation of the experience during
the first five-year period, particularly the
experience of users outside higher education.
Plans for further expansion of the system to
meet the computing needs of higher
education should be revised on the basis of
this experience.

The State Junior College System

Plans for this system are an extension of current
activities and call for separate, centralized
facilities one for administrative data processing
and one for instructional computing.

18. For the immediate future, the State Junior
College System should continue to have
access to an instructional computing system
which will provide service to low-speed
(teletype) time-shared terminals at each of
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the junior colleges, using telephone lines.
This service will need to expand from 18
terminals and three computer ports in
1970.71 to about 100 computer ports in
1980-81. It is recommended that the staging
of this expansion proceed as follows:

a) 1970. Service from a commercial vendor of
time - shared computing (the existing
situation }.

b) 1971. Service from a time-shared computer
dedicated to higher education, and
managed by the University of Minnesota or
other appropriate agent.

c) -1974.1976. By this time, development in
the state should have proceeded to a point
at which one of the following three
alternative expansion plans can be
followed:

(1) Further development and expansion of
the University-managed service.
Possibly this would develop into a
higher education computer facility
indet.2,-,4,:nt of lt,e University or other
original managing agent with
computers at several different
locations.

(2) Establishment of a central
instructional computer serving the
Junior College System.

13) Decentralization of the Junior College
System by tie-ins of individual colleges
to regional centers. This alternative
should not be followed unless and
until two conditions are met: the
regional centers must be capable of
providing an adequate quality and
quantity of service to the junior
colleges they serve; and there must be
significant cost savings and/or needed
improvements in service to justify and
offset the additional problems of
articulation and coordination which
accompany decentralization of this
service within an otherwise centralized
system.

19. The centralized administrative data
processing system has worked effectively and
economically in the past. We recommend
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continuation of centralized ADP in the
Junior College System under the following
terms:

a) They should be provided with
third-generation data processing facilities,
including an efficient COC'OL system and
increased and expandable disk storage.
These facilities could consist of a
small-to-medium sized computer system
under the control of the State Junior
College Board. In this case, the excess
computer capacity dining off -peak hours
should be made available on a reasonable
basis to other educational institutions and
governmental agencies. Another alternative
would be for the junior college data
processing staff to work on a large facility
controlled by another agency of higher
education or state government. The
conditions under which this second
alternative would be feasible are that the
Junior College Board retain its own data
processing staff (programmers and system
analysts, but not including computer
operators) in its employ and under its
control; that priority access to the large
computer facility be available at least one
shift per day and more at peak load
periods; and that significant cost savings to
the state exist to offset the problems of
multiple staffs using a single facility.

b) The data processing staff of the Junior
College System should undertake the
design of an inexpensive remote inquiry
system for the use of administrators at the
individual colleges. As programs expand,
and particularly at the larger colleges,
administrators will encounter needs for
quicker access to limited volumes of
information on specific students, budget
accounts, etc. it should be possible to meet
these needs inexpensively through an
automatic file query system perhaps using
the same low-speed terminals emplood for
instruction. Development and experimental
implementation of this system should
begin late in the 1970.75 period, with full
statewide implementation occurring during
the second riveyear period, 1976.80.
However, the bulk of the junior college
administrative needs can be met effectively



and economically as at present, by using
delivery services for mass data
communications.

Area Vocational Technical Schools

Plans for these schools are somewhat dependent
on the outcome of experiments still under way.
Currently three schools have small-scale
computers for their data processing and related
curricula. Others will have remote-job-entry
terminals and at least one will have a

mini-computer as a terminal. The planning
alternatives thus would appear to be as follows:

a) The centralized system proposed in the
ARIES report to the State Department of
Education. This alternative is not
recommended because it appears to be
more expensive than other deployments
(see Section 4).

bl A regionalized system whereby those
AVTS with computing requirements would
have remote batch terminals connected to
regional computer centers. This approach
should be tried by several AVTS in the
very near future in order to determine the
viability of this mode of operation for
vocational training.

c) Standalone computers or mini-computers
used as terminals at those AVTS with data
processing curricula. Business
mini-computers at those schools having
very large two-year accounting programs;
these mini-computers could also serve as
terminals connected to other computers.
More limited medium-speed
remotejobentry terminals could be
provided at schools with one-year
accounting programs.

20. it is recommended that over the next five
years alternatives (b) and (c) be implemented
at various AVTS to gain experience with
their viability for vocational education. This
implies the continued support of small (Class
G) computers at Alexandria, Hibbing, and
perhaps one other location; the provision of
six to fourteen business mini-computer
terminals (Class i, Table H.7.4) and seven to

fourteen simple remote-job-entry terminals
(Class k, Table H.7.4), plus the costs of
communications and computer service from a
state college, the university, or some other
public or private agency. At least ono of the
business minicomputers and one of the
simpler terminals should be connected as
soon as possible to the Mankato regional
computer center, so that experience in
working with an organization of this kind can
be acquired. It is hoped that several of the
terminals can work into college or
University-based facilities during the five-year
period. By the end of this period, it will be
possible to make an informed decision on the
future direction of facilities for vocational
training.

This recommendation does not include the
requirements which would be imposed on
AVTS computer systems by services to local
school districts for either administrative data
processing or instructional computing. The
instructional computing requirements
considered here were primarily those for data
processing and other business and trades
education within AVTS curricula. Other
functions and services would require
computer capability in addition to that
recommended. (See Section 2 in the Local
Government portion of this overall report.)

Private Colleges

The analysis performed in this study has shown
that the computer facilities in Minnesota private
colleges fall short of their needs. The private
colleges represent a valuable educational resource,
and it is in the interest of the State of Minnesota
to encourage the development of computer
facilities and instructional programs in them. The
regional centers recommend in this report can
surely assist in this.

To support their plans for individual and
cooperative uses of computer facilities, the
following kinds of assistance to the private
colleges are recommended.
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21. Technical assistance and advice should be
provided by the staffs of the large computer
installations in higher education and State
government to help the private colleges
develop communications interfaces between
their terminal and computer hardware and
those of the public institut'ons.

22. Computer systems in the public institutions
should provide services to private colleges at
cost. It is specifically recommended that the
regional computer centers in higher
education provide remote-job-entry service to
private colleges with suitable terminals, and
that a timeshared computer system used by
the University and junior colleges be made
available to private colleges who wish to use
it.

23. Because of the importance of encouraging
the development of computer facilities in
private colleges it is proposed that, within
constitutional constraints, the State aid
development of computing capacity in the
private colleges by funding the establishment
of regional centers and regional computer
communications networks; and by providing
grants to the private college to subsidize their
use of these services. It is recommended that
these subsidy grants build up to cover
approximately half the cost of the computer
services required to meet the educational
needs of the private colleges.

Recommendations Addressed to the Higher
Education Coordinating Commission

24. To carry out its mission to:

continuously study and analyze all phases
and aspects of higher education, both
public and private, and develop necessary
plans and programs to meet present and
future needs of the people of the State in
respect thereto, and continuously engage in
longrange planning of the needs of higher
education and, if necessary, cooperatively
engage in such planning with neighboring
states and agencies of the Federal
government (Minnesota Statutes 136A),

4-58

the Minnesota Higher Education
Coordinating Commission requires access to
machine readable data bases and facilities for
processing various kinds of educational data.
To honor the requirements of security and
privacy, the data bases of the individual
systems and institutions should be
constructed so that the Commission can gain
access to the information needed to carry out
its legislative mandates. Similarly, the
Commission must be provided with adequate
budget support to pay for the data processing
needed. At the moment, approximately
$17,000/year is being spent on data
processing of all kinds but primarily on the
Higher Education Facilities Inventory and
the Scholarship Program. As these activities
are expanded and others added, the
Commission must be provided with the
additional funding to support the data
processing services required by the
expansion. With no expansion, a funding
level of $20,000/year for data processing
would appear to be minimal; the actual needs
of the Commission must be assessed by its
staff in terms of the programs they are
required to support.

The following specific actions are
recommended to provide the Higher
Education Coordinating Commission with
the data processing and information support
it needs:

a) Establishment ,nd funding of a fulltime
staff position to be filled by an analyst
with appropriate and extensive training and
experience. Although this person would
consult with other staff members on
applications programs, his primary
functions would include analyzing the

program needs of the Commission for
information and data processing, managing
the services required to fill these needs, and
advising the Executive Director on program
and budget requirements for information
and data processing.

b) Access to batch processing services and
appropriate data bases at the Computer
Services Division, the University, the State



Junior Collepe administrative computer, as
appropriate to specific needs. Remote
access to these computers and associated
data bases may be obtained through the
remote terminal of the State College
Board, located in the Capitol Square
Building. A significant fraction of the use
of this terminal may eventually come from
the Commission staff.

25. To further enhance the availability and
usefulness of information to the Higher
Education Coordinating Commission to meet
the needs for information on higher
education of the legislature, other units of
government, and the Federal government, it
is important that the data bases of each
institution or system either be maintained in
a standard format using a standard set of
definitions, or that translation programs be
provided by the institutions or systems as
required to insure comparability of data,
both within the state and with other states. It
is recommended that the Commission
establish a mechanism, involving
representatives of the higher education
systems and the Commission staff, to develop
coordination and security standards for
system data bases and application programs.
It is expected that this group will maintain
cognizance of developing national standards,
such as those of the Planning and
Management Systems Division of the Western
Interstate Commission for Higher Education
(\NICHE), rnd will insure that Minnesota is
compatible with them when they become
nationally accepted.

26. To increase the availability and variety of
instructional computer services and to
further enhance the availability of
information on higher education, a standard
cominunications interface should be
established between terminals and computers
in all state agencies and Institutions of higher
education. It is recommended that the Higher
Education Coordinating Commission
establish a technical committee, perhaps
reporting to the Computer Advisory

Committee, to develop the specifications,
implementation standards, and coordination
mechanisms to create and maintain
compatible communications interfaces. This
effort should be coordinated with the
development of similar standards for State
agencies and local governments by having the
State Communizations Engineer sit on this
committee. Since the needs for coordinating
computer communications in higher
education are immediate, this committee
should be formed early in the fall of 1970. It
may be possible later on to form a single data
communications standards committee serving
all gover Imental agencies, including higher
educat[r.

27. The P so t a and North Dakota Higher
Education Commissions are in contact
concet exchanges of students and other
topic f,ecause there are geographical
affinit,p etween eastern North Dakota and
northy rn Minnesota, it is recommended
the. t lr Minnesota Higher Education
Coors .1 Commission explore with its
North 1 counterpart arrangements for
sharin, the use of computer resources. A
logic step in this direction would be
for sota to invite a technical
rt ,tive from North Dakota to
pa r re in the work of the
Cot ,ion Standards Technical
Cornn I is the work of this committee
which will Le instrumental in the sharing of
computer resources both within and without
the State.

28. 11 great need exists for in-service computer
and information systems training for
educational administrators and secondary
mathematics and science teachers. In-service
training opportunities should be provided
throughout the state through the continuing
education services of the University, the
State Colleges, and the school districts. Many
excellent in service programs have been
offered through these systems, but they seem
to be offered with little consultation among
the institutions with missions involving this
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29.

460

kind of public service and with little
geographical coordination. To provide the
needed channels of communication and
coordination, we recommend the
establishment by the Commission of an ad
hoc Committee on the Coordination and
Standards of Pre-Service and In-Service
Training Programs in Computing and Data
Processing.

The Minnesota H igher Education
coordinating Commission, or some other
appropriate agency, should act to initiate the
planning for and development of a Statewide
Automated Library System. The organization
envisioned for this System will probably be
managed by an Executive Officer acting
under the direction of a Policy Board
representing the several kinds of libraries in
the state ano advised on technical matters by
a Technical Advisory Board. It is

recommended that the Commission establish
these boards immediately, and charge them
with preparing for the 1971 Legislature a
detailed implementation plan based on the
work of the University Library Systems Staff
and the Becker and Hayes evaluation and
recommendations (Appendix H.2). This plan
must include a specific designation of the
organizational structure and staffing required
to administer development of a Statewide
Automated Library System. Being an
organization involving a large geographical
area (the entire state) and a wide variety of

libraries with differing missions, the concerns
expressed under Recommendation 4 above
are relevant here.

30- The effective use of computers in higher
education will continue to require
developmental efforts by specialists versed in
higher education and computer technology.
The special appropriation of $300,000 by the
1969 Legislature has been most effective in
stimulating the development of many useful
computer applications and services in higher
education. It is recommended that:

a) The computer Advisory Committee of the
higher Education Coordinating
Commission prepare for the 1971
Legislature a report summarizing and
evalueng what has been accomplished
with these funds over the time they have
been available; and

b) Limited and special developmental efforts
continue to be funded through an
appropriation to the Commission in a

manner similar to the interim funding of
196971, and at a similar or slightly
expanded level.

To distribute these funds in the most effective
manner, the Commission should establish a review
panel to evaluate proposals and recommend
funding, as was done with the special
appropriation for the 1969-71 biennium.

-A



The links between institutions and systems
implied by the preceding recommendations will
require a high degree of coordination in
developing the facilities and organizations
required to achieve an effective and efficient
educational computing capacity in the state. To
bring about this coordination, the Minnesota
Higher Education Coordinating Commission has
based its approval of this Report on the following
statements of general policy:

1. All institutions and systems of higher
education, prior to the development of
their legislative requests, shall identify to
the Higher Education Coordinating
Commission their plans for computing for
both facilities and for operating costs.
These plans should provide detailed
information on budgeted costs and
program justification. The Commission
shall review these proposals to determine
how these plans are coordinated with the
Master Plan how they approximate the
goals and where they deviate from them.
The Commission shall prepare a Summary
Report for each Legislature on the progress
that has been made toward achieving the
goals of the Master Plan. This Summary
Report also shall include recommendations
regarding the requests which are being
submitted by the Institutions and systems,
and by the Commission itself.

2. For on-going or operational computing
activities, the responsibility for planning
and for preparing legislative requests shall
rest with the individual systems of higher
educatio; Funding will be appropriated to
the Individual . %tems.

3. The Cornj,Jters and information Systems
in Higher Education Report identifies four
programmatic areas of a developmental
nature. These are:

la) a development center for
ComputerAssIsted and
ComputerManaged Instruction.

(b) a Statewide automated library system.

(c) a program of grants for projects in
research and in development, within
each biennium, related to computing
in higher education (continuation of
an existing program).

(d) grants to private colleges in sukport of
their computing activities.

For these four developmental activities, the
responsibility for planning shall rest with
the Commission. For grants programs (c
and d above) the Commission will also
prepare the legislative requests and receive
the appropriations. For activities which
involve both new facilities and operating
support (a and b above), the legislative
requests will be prepared jointly by the
Commission and those individual systems
which piai to make use of the facilities.
Appropriations for facilities will be made
to the Commission; appropriations for
operating costs associated with the
developmental activities themselves will be
made to the appropriate system or agency,
Including the Commission itself. The
Commission may assign management
responsibility for the facility to another
board or agency.

4. Adjustments in implementation plans
presented to the legislature In accordance
with procedures outlined in Number 1
above shall be subject to review by the
Commission.

6. The Commission proposes to review
periodically the effectiveness of the
policies being adopted here and to make or
recommend such changes as it deems
advisable.

Adopted by the Executive Committee
of the Minnesota Higher Education

Coordinating Commission
September 17, 1970
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A TIME-PHASED FIVE-YEAR PLAN

Figure 5.1 displays a tong-range plan for
computers and information systems in public and
private higher education in Minnesota. Planning
for the first five years is naturally much more
specific and detailed in this chart than for the
second five years. The plan is further detailed as
an estimated budget in Tables 5.1 through 5.5.
All cost projections, in these and other tables in
this report, are based on uninflated 1970 dollars,
and on enrollment projections for 1974 or 1975
obtained during the spring and early summer of
1970 from the systems of higher education or
through the Higher Education Coordinating
Commission. If significant monetary inflation
occurs, or if the enrollment goals or projections
of institutions change from those represented in
Appendix H.10, then appropriJte adjustments
must be male in the budget projections of Tables
5.1 through 5.5.

Table 5.1 lists existing computing facilities by
function and includes estimates of equivalent net
purchase price; equivalent annual tease price
(estimated at 27% of the purchase price); and
recommended annual support budgets which are
estimated here as well as in Tables 5.4 and 5.5 as
follows:

For administrative data processing
facilities, 2.0 times the annual lease

including maintenance, or 60% of purchase
price prr year.

For facilities combining administrative and
education computing, 1.5 times the annual
lease including maintenance (45% of
purchase price per year).

For instructional computing facilities, 1.0
times the annual lease Including
maintenance (30% of purchase price per
year).

For time-sharing central computer
facilities, 0.6 times the annual lease

including maintenance.
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For remote terminals, 0.5 times annual
lease (medium-speed) or 0.1 times annual
lease (low-speed or timesharing), both
including maintenance.

The actual support budgets for existing facilities
are also given if they are known. Table 5.2 gives a
proposed funding schedule for computing
equipment for 1971-1975 on a purchase basis.
This funding schedule for the next two legislative
biennia estimates the costs of the
recommendations in the previous section. These
recommendations encourage the development of
major regional computer centers at the
University, at Mankato State College, at St. Cloud
State College, and eventually at Duluth. Costs of
equipment for a time-sharing system and the
vocational schools are also significant. The
equipment cost listed for the Statewide Library
Nan would be the computer to be acquired
during the third phase of that plan. Table 5.3
presents the same information as Table 5.2 but on
a lease basis rather than a purchase basis. The
factor 0.27 was used in computing lease

equivalents because maintenance was assumed to
be a part of operating costs and is included in
Tables 5.4 and 5.5. The spending levels for
facilities do not show a notable increase over
1964-1969 levels during the first year of the plan
(1970.1971) since funding for that year has
already been allocated, but they do increase
markedly beginning with the second year (see
Figure 5.2).

Operating costs corresponding to the new
equipment are estimated in Table 5.4 as an
incremental budget forecast. The same
information is given in Table 5.6 in the form of
total rather than incremental yearly costs. These
budgets for equipment and operations should not
be interpreted as refined estimates of planned
expendittn es, but they do serve to evaluate the
costs of the fundamental recommendations, i.e.,
attempting to meet Pierce Report goals by 19751.
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During the latter stages of preparing this report, it
became apparent that two of the cost and
capacity standards used in this section and in
Section 4 were no longer accurate:

The standard medium-speed remote job
entry terminal (Class k in Table H.7.4) will
not operate at 300 lines or cards per
minute, but more nearly at 150 lines or
cards per minute. The one terminal which
performs at the higher rate and sells near
the $32,000 purchase cost of a Class k
terminal has been removed from
production (except in Japan), and is no
longer readily available. Correcting the cost
estimates in Sections 4 and 5 to account
for this would require a Doubling of the
number of medium -speed terminals, or
stepping up their cost and capacity to Class
j, either of which would approximately
double the estimated cost. In addition,
extra communication line capacity would
be needed.

The Bell Telephone System has just
announced an originate-only lowspeed
modem, which reduces the lease cost of a
teletype terminal (Class ml from $75 to
$62 about 17%.

The numbers and costs of terminals estimated
here and in Section 4 have not been changed to
reflect these conditions because of the time
pressure on completion of this report and also for
three more valid reasons: (1) the increase in costs
associated with Tables 5.1-5.5 and the summary
table under Plans in Perspective range from about
2% of the total in 1971.72 to 7% in 1974.76, well
within the accuracy which can be claimed fur any
of these estimates; (2) changes In technology and
pricing are most likely to be substantially greater
than this by 1976, invalidating even these
corrections to the cost estimates; and (3) it is
possible, and even educationally desirable in some
cases, to use one high-speed remote terminal to
replace five or six mediumspeed terminals when
communication line costs are not a significant
factor, thus reducing terminal costs somewhat. It
is most important that those using this report for
planning and evaluation make note of these

current inaccuracies, so that discrepancies of a
factor of tv,io in the terminal numbers and costs
quoted in Tables 4.1-4.3, 4.6, 5.2, and 5.3 will
not come as a complete surprise. These changes
also illustrate the fact that estimates of the kind
developed in this report must be consistently
updated and modified they ale never precise.
However, the changes are a small fraction of total
costs, and except for the effects of inflation, we
would expect them to tend downward rather than
upward.

Not only do the expenditure schedules in Tables
5.2 through 5.5 represent the recommendations
of this study they also approximate reasonably
the projections of those systems of higher
education which have developed plans. Although
the schedules appear to disagree with the plans of
the State College System5 w'iich call for
installation of a second Class D or E Regional
Computer Center late in the 1971.73 biennium,
the real difference is in the allocation of funds
rather than in accomplishing the objectives of this
center on schedule. Installation of a much smaller
Class F or G satellite computer in 1972.73 will
permit St. Cloud State College to develop the
staff and faculty expertise to effectively utilize a
large computing center; it will provide adequate
services to surrounding school districts which, as
observed during the course of this study, are
anxious to obtain access to services of this kind;
and higher education will not be encumbered
with the costly excess of computer capacity
accompanying a large center installed
prematurely. By the time a decision is needed to
go ahead with the expansion scheduled for St.
Cloud in 1974.76, it will be possible for the State
College Board to make a more informed decision
on how to proceed, based on experience with the
large center in Mankato and the smaller satellite
center in St. Cloud.

A SECOND FIVE-YEAR PLAN

Changes In technology and its influence on higher
education tend to make a prediction for ten years
ahead somewhat difficult with any degree of
confidence. If the plan of the first five years
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Table 5.1. Existing Computing Facilities in Public Higher Education by Function, 1970-71
(Including Those Approved for Acquisition)

Facility
Purchase
Price(ct

Equivalent
Annual Lease

(0.27 of
Purchase Price)

$1111

Recommended
Support

Budget(s) for
Instruction and
Administration

Actual Budget
Support for

Instruction and
Adnin Ignition

=11117
SYSTEMS AVAILMIL E rOR STATEWIDE USE: .1 -,;

6600 System")) $2,560,000" $ 693,900 $ 388,500) $ 227,000
Mankato Regional Center

(eX111) 1,200,000 200,000(rn) m)285,000( . - 200,000-
UNIVERSITY

West Bank 32001 450,000 321,500 135,000 37,000
Duluth 3200" 440,000 11.8,800 132,000 98,000
Administrative System 360/50 1,500,000 405,000 900,000 688,000
Hybrid Comeuter(b) 580,000 156,600 52,000 . 42,000
Time-Sharing from Commercial Vendors 60,000 (60,000)(e) (II cn

Health Sciences 3300(b) 825,000 222,750 25,0001 25,000
STATE COLLEGES

AnnairluargutaNA ci,:l 1 n i strction) 967,000 235,000 392,000 325,000
STATE JUNIOR COLLEGES

Administrative System 1401 163.000 (44,010) 97,800 53,000
NECC FUNDED PROJECTS 253,700 (40,500) 60,000

State College Projects

Junior College Time-Sharing Project

Campus Management Simulation

AREA VOCATKINALTECNNICAL SCHOOLS

Alexandria HW200 221,000 59,670 13,1501 Not
Available

Mankato 360/25 233,000 62,910 34,90) or
Relevant

Hibbing HW200 232,000 62,640 34,800"
M000head 40,000 10,800 2,400"

Willmar 40,000 10,800 2,400/
TOTALS $9,764700 r $2,360,370 $2,575,000 $1,695,En

)The recommended annual support budget Is based on 30% of the market value of ccomAtt hardware, times the percent
instructional and administrative use of the system (Intoned 100% unless otherwise mentioned), tinsel a factor of 2 for
achini strain computers; 1.5 foe systems supporting both instruction and atrninistration; 1 for instructional computes
and associated hardware; 0.5 for medium -speed remote terminals, and 0.1 for levy -speed (teletype) terminals.
)-
-These systems are used both for instruction and for research. In Table 5.4, the operating budgets are for
Instructional usage only. Foe 1970.71, the Instruction versus research usage will be approximately is Follows!
4) 6600, 35% and 65%e (b) 3300, 10% and 90%r (c) Hybrid, 301t and 70%.

(c).
rhe market value of the computer equipment listed here is approximately equal to the purchase prke, excere foe the
University's 6600, which has a market value of about $3.7 million. t Is on market value that recommended support
budgets we Wised.

(41-
r oe "kilning purposes, these systems we assumed to be 100% Instructional.

")Includrd in equivalent annual ease.
(()For both harder. and iluPPedi.

_

nca's, a large Arnow:to! appReatkeis Progamminll le required by funded research users, the Health Sciences computer
oust kr supported at the 2:1 ratio characteristic of IChilnIstr Hive :messing.

6to reasons Ilk rased In Table 4.5, svort kr vocational school facllRtes has been figured at 50% of equivalent annual
au plus maiden/no kr orrisexten, and 20% of this he terminals.

61)Instalkd at old -yew, so tolls are fa stemeorth period.
shot included In the total, because these expenenins are superseded in Tabka 5.3 or 3.5. All other costs In this ohm*

remakes be added is Talk 5.) in entwine at total annual facility support.
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Table 52. Proposed Funding Schedule for Computing Equipment 1971.75 (Purchase Basis, 1970 Dollars)

eisic=.---Facility 1971-72r==im 1972-73 1973-74 ,isonimmo
....

1974-75

SYSTEMS AVAILABLE FOR STATEWIDE USE:

6600 System

Peripheral Equipment For Remote Terminals 230,000

Time-Sharing System 240,000 240,000 240,000 240,000

CAI Center 275,000 300,000

Manka'o Regional Ce.er

St. Cloud Regional Computer 320,000 1,200,000

Duluth Regional Computer 55,000 55,000
(Core Expansion/ (Core Expansion)

UNIVERSITY

Administrative Computer System 70,000
(Disc E oansion)

3200 Core Expansion (Weil Bank) 55,000 55,000

Special Lab Computers 300,000 300,000 300,000 350,000

Supplement to Health Sciences and Hybrid 150,000
Instructional Fad/Ries

Terminals to 6600 175,000 175,000 175,000 200,000

Terminals to Time-Sharing System 72,000 72.000 72,000 72,000

STATE COLLEGES

Terminals to Regional Centers 150,000 30.000 150,000 150,000

STATE JUNIOR COLLEGES

Terminals to time - Shared Computer System 46,800 33,200 34,000 33,600

Administrative Canute 270,000

AREA VOCATIONALTECHNICAL SCHOOLS

Terminals 370,000 370,000 408,000 4e5,000
-.. , \.,

STATEWIDE LIBRARY SYSTEM 1,470,000
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Table 5.3. Proposed Funding Schedule for Computing Equipment to be Added During 1971.75
(Lease Basis; Annual Lease = 27% of Purchase Price, in 1970 Dollars)

Facility 1971-72 1972-73 1973-74 1974-75

SYSTEMS AVAILABLE FOR STATEWIDE USE:

6600 System

Peripheral Equipment for Remote Terminals 62,100 62,100 62,100 62,100
Time-Sharing System 65,000 130,000 195,000 260,000
CAI Center 74,2p0 74,250 155,250 155,250
Mankato Regional Center

St. Cloud Regional Computer - 96,000 96,000 324,000
Duluth Regional Computer 14,850 14,850 29,700 29,700

UNIVERSITY

Administrative Computer System - 19,000 19,000 19,000
3200 Core Expansion Nest Bank) - 14,850 14,850 29,700
Special Lab Computers 81,000 162,000 243,000 347,500
Supplement to Health Sciences and Hybrid - - 40,500 40,500
Instructional Fad !Ides

Terminals to 6600 48,000 96,000 144,000 198,000
Terminals to Time-Sharing System 36,000 72,000 108,000 144,000

STATE COLLEGES

Terminals to Regional Centers 40,500 48,600 89,100 129,600
STATE JUNIOR COLLEGES

Terminals to Time-Sharing System 126) 23,400 40,000 57,000 182) 73,800
A an tril Illative Computer 44,000 73,000 73,000 73,000

AREA YOCATIONALTECHN1CAL SCHOOLS

Terminals 100,000 200, 000 310,000 425,000
TOTALS' lifiakallssimMaleKeSeamiumim WM 589,100 Imo. 1,102,00 at -,1104,500! ;--. 2014150 qa
STATEWIDE LIBRARY SYSTEM 396,000 396,000

......
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Table 5.4. Approximate Annual Incren:mtal Operating Budget Needs 0970 Dollars)

Facility
Furiglol.e7vIel for

Annual Budgets (increments)

1971.72 1972-73 1973.74 1974-75

SYSTEMS AVAILABLE FOR STATEWIDE USE

6600 System

Peripheral Equipment for Remote 34,000 0 0 0
Terntina Is

Time-Sharing System {c) 43,300 43,300 43,300 43,300

CAI Center 40,000 40,000 45,000 45,000

Mankato Regional Centertal 200,000 160,000 0 0 0

St. Cloud Regional Computer(a) - - 53,000 53,000 127,000

Duluth Regional Computer 98,000 16,000 16,000 17,000 18,000

UNIVERSITY
1

Administrative Computer 688,000 62,000 60,000 60,000 50,000

Instructional Usage of Existing 331,000 220,000 70,000 70,000 71,000
Instruction and Reseatch facIrdes

Facilities Expansion

Remote Terminals to 6600 26,200 26,200 26,200 30,000

TIme-Shared Terminals 4,000 4,000 4,000 4,000

3200 Expansion (West Bank) 16,500 33,000

Health Science and Hybrid - - 22,500 22,500

STATE COLLEGES

Small Computers 325,000 0 -25,000 -25,000 -43,000
Remote Terminals 22,500 4,500 22,500 22,500

STATE JUNIOR COLLEGES

Time-Shared Terminals (c) 2,600 1,800 1,900 1,900

Administrative ComPutat 53,000 12,000 15,000 25,000 40,000

AREA VOCATiONAL.TECANICAL SCHOCAS i 20,000 20,000 21,000 21,500

Communications Leasing and Line Costs 19, 000(bHc I 81,000 100,000 100,000 72,000

HECC Funded Projec's 150,000 25,000 - 25,000 -
Private C.oline Usage Fund 35,000 35,000 35,000 35,000

ToUil IncremenUI $1,864,000 $803,600 $ 480,300 $546,400 $540,700
Operating Budgets

STATEWIDE LIBRARY SYSTEM 931,400 1,258,100 489,000 693,400
-..

a See footnote a, Tale 5.1, for basis on which operating budgets were developed.

(b)Includes high-speed data Boas at University plus time-shared terminal communications cost at the University,
(c)these costs 10 the Junior Collette time-shared ?tetrad( are Included H part of HE CC-funded projects. Theyamount to about $15,000

(service., S12,000 (terminals) and '412,000 kornmunicatIons) foe the yew.
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Te.hle 6.5. Approximate Annual Total Operating Budget Needs (1970 Dollars)

Facility
Ff:encii;11,..elell

1971-72

MI . R

Annual Budgets (Total Costs)

1972-73 1973 -74 1974-75

SYSTEMS AVAILABLE FOR STATEWIDE USE

6600 System

Peripheral Equipment for Remote 34,000 34,000 34,000 34,000
Terminals

Time-Sharing System (c) 43,300 86,600 129,900 173,200

CAI Center 40,000 80,000 125,000 170,000

Mankato Regional Center 200,030 360,000 360,000 360,000 360,000

St. Cloud Regional Computer - 53,000 106,000 233,000

Duluth Regional Computer 98,000 114,000 130,000 147,000 165, 000

UNIVERSITY
.--0..

Admit.istrative Computer 688,000 750,000 810,000 870,000 920,000

Instructional Usage of Existing
instruction and Research Facilities

331,000 551,000 621,000 691,000 762,000

Facilities Fspansion

Remote Terminals to 6600 26,200 52,409 78,600 108,600

Time-Shared Terminals 4,000 8,000 12,000 16,000

3200 Expansion 16,500 33,000 66,000 99,000

Health Science and Hybrid - - 22,500 45,000

STATE COL L WES

Small Com ;Mfrs 325,000 325,000 300,000 275,000 232,000

Remote Terminals 22,500 27,000 49,500 72,000

STATE JUNIOR COLLEGES

Time-Shared Terminals (c) 2,600 4,400 6,300 8,200

AckninIstrative Computer 0,000 65,000 80,000 105,000 145,000

AREA VOCATIONAL-TECHNICAL SCHOOLS 20,000 40,000 61,000 82,500

Communications Luting and Lint Costs 19,0006)(e) 100,000 200,000 300,000 372,000

HECC Funded Prolects 150,000 175,000 175,000 20G,000 200,000

Private College Fund 35,000 70,000 105,000 140,000

Total Operating Budgets $1,864,000 $1.684.100 $3,164,400 $3,753,800 54,337,500

STATEWIDE LIBRARY SYSTEM 931,400 2,189,500 2,678,000 3,371,400

(1)Set footnote a, Table 5,1, for basis on which operating budgets were developed.
(ht.Includes high-speed data links at University plvs lime - shared terminal communications con at the University.

(c)These costs for the Junto Colk9e tint-Owed network we Included as part of HECC-Funded proletts. They amount to about $15,000
(service), $12,000 (terminals) and $12,000 (communications) for the year.
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succeeds in giving all postsecondary students in
Minnesota access to computer facilities in the
same degree that, say, Dartmouth College
students had in 1967-68, then much will have
been achieved. Changes In technolog, by 1976
may, however, require that a larger segment of
the student population have substantial rather
than casual or limited exposure to the computer.
Such a shift would tend to require more
equipment in 1976-81 than is indicated in Figure
5.1, since most of the increases shown there
merely reflect increase of student population and
replacement or augmentation of aging computers.
Before detailed planning for the second five years
begins, the regional center approach must be
thoroughly evaluated.

A major factor in the second five years would be
the decision to expand the regional computer
centers in the state colleges to all six colleges.
This will depend on the mission and success of
these centers and a growth of demand in outstate
areas which is difficult to predict at this time.
Thus, Figure 5.1 does not prejudice the outcome
of the review called for in 1975 by the
recommendations.

It is possible to make some general predictions
with a certain degree of confidence. The growth
of instructional and research computing at the
University will almost certainly overload the CDC
6600 by 1976 (Appendix H.4). Thus, it will be
necessary to supplement the system by a
foreground computer (for example a 6400 to
upgrade to a 6700 configuration). This

augmentation will probably provide only
temporary relief, and a replacement system is
indicated in Figure 5.1 in 1979. At that time it
may be technically possible to subsume the
time-sharing system into the larger facility, but it
is difficult now to see what time-sharing will
become when it matures. The Area
Vocational-Technical Schools are experimenting
with terminals. If these experiments are successful
and if more data processing programs are started
in the Twin Cities area, then by 1976 there will
probably be enough utilization to justify a central
vocational school facility in the Twin Cities.

4-72

During the short history of computer
development and application, it has consistently
been the case that predictions of growth over one
or two years have been too optimistic, yet
predictions over five to ten years have been much
too pessimistic. It is not unlikely that the
forecasts of demand for instructional computing
given in this report will follow this tradition

THE PLANS IN PERSPECTIVE

The Pierce Reportl called for a nationwide
expenditure by 1972 of $414 million per year for
instructional computing alone in order to bring all
college computer facilities and programs up to the
quality of those college,: which were
well-equipped in 1967. Minnesota's proportionate
share would be about one-fiftieth of this amount,
$8.3 million. Adding together the annual facilities
costs in Tables 5.1 and 5.3, and their
corresponding support costs estimated in Table
5.5, gives the following approximate annual costs
of the proposed Minnesota plan:

ANNUAL COST DATA

Academic
Year Facilities Support 'total

1970-71 2,360,000 1,864,000 4,224,000

1971-72 2,949,000 2,864,000 5,813,000

1972-73 3,463,000 3,164,000 6,627,000

1973-74 3,997,000 3,754,000 7,751,000

1974-75 4,672,000 4,338,000 9,010,000

When it is recognized that the costs of this plan
include administrative data processing, a

significant research and public service capacity at
the University, and substantial excess capacity for
these and other applications at the state colleges,
then the cost of the proposed plan is no greater,
and perhaps less, than the President's Science
Advisory Committee suggested through the Pierce
Report in 1967.
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The proposed expenditures for 1970.75 are
shown graphically in Figure 5.2, bracketed by
estimated expenditures during the previous six
years and projected costs for 1975-80. The two
features of these graphs which are most
conspicuous are the leveling off in expenditures
for computing in higher education during the
1968-70 period, and the increased rate of funding
recommended for 1971.75, which compensates
for the reduced growth rate during the previous
few years. After 1975, the growth rate projected
is strictly proportional to enrollment and does
not allow for any inflation of the 1970 dollar.

Although the total cost per year of these
recommendations in 1975 is certainly formidable,
it does not appear quite so staggering on a
per-student basis. Assuming about 160,000
students in public institutions in 1974-75, the
cost of computing averages to about $56 per
student per year. This compares with $60 per
student per year estimated for achieving similar
levels of instructional computing in the Pierce
Reporti . The same report related this to two
other functional costs of higher education.
College and university libraries, an instructional
resource which is generally available to students
and faculty in the same way the Pierce
Committee wanted computers to be available,
cost between $50 and $200 per student per year
in 1966. And chemistry laboratory instruction
costs about $95 per year per chemistry student.
On this basis, the costs proposed in this report
appear reasonable.

Cost per student per year in the four public
systems of higher education in Minnesota are
estimated in Table 5.6. These have been derived
from Table 4.5 rather than the tables in this
section because that table more readily reflects
the cost for general instructional computing and
administrative processing in each of the systems,
and does not include the excess capacity for
research and public service. Hence, the
cc,,.t -per- student figures in Table 5.6 are estimates
of actual student-related expenditures. The
relatively high cost of computing at the

University is an accurate reflection of the high
cobt. of graduate and post-graduate professional
training in general, the bulk of which is

concentrated at the University. The lower cost of
computing in the state colleges is partially a result
of the fact that, since they have no separate
administrative computer, it has been assumed that
their administrative work is accommodated on
the third shift of the instructional capacity they
use. No extra cost has been incurred in Table 4.5
for state college administrative processing (except
for mass storage) in contrast to the other two
collegiate systems. In practice, this assumption is
somewhat unrealistic; there will be some
additional staff and operating support costs and
these are reflected in Tables 5.1, 5.4, and 5.5.

The overall cost-per-student in the
vocational-technical schools is not much different
from the other institutions. But when it is

recalled that most of the computing there is done
by data processing students and most of the rest
by students in accounting, the story changes.
However, even these high costs are not
unreasonable when placed in perspective. The
vocational schools are the only post-secondary
institutions with adequate program cost data.
Computer facilities account for about one-half of
the cost of training students in data processing,
with faculty accounting for most of the other half

a 1:1 hardware-to-staff ratio (recall that staff
was not included for vocational schools in Table
4.5). This gives an approximate program cost of
$1,300 per student per year. Two entirely
independent estimates of this cost during visits to
two Area Vocational- Technbal Schools resulted
in figures of about $1,200 per student per year.
This is about the same as the cost of training a
machinist, and somewhat less expensive than
training a welder. The situation would be rather
similar for computer science and certain
engineering students at the University. If
Minnesota wishes to provide this kind of
education, the costs must be borne. Such
estimates also point up the desirability of
program budgeting, so that decisions about
programs can be made on a more informed basis.

4-73



Table 5.6. Annual Cost Per Student of the Computing Capacity Proposed for Minnesota
Higher Education In 1975, in 1970 Dollars (Derived from Table 4.5)

System

Applaximate
Total Moethly

Cost of
Computing In

1975

Approximate
Total Annual

Cost Of
Computing in

1975

Approximate
Total

Enrollment in
1975

Approximate
Annual
Cost of

Car?,
1975

University $340,000 $4,100,000 61,000 $ 67

State Colleges 172,000 2,100,000 54,000 39

Junior Colleges 69,000 828,000 27,000 31

Area Vocational-Technical Schools 65,000 780,000 19,000 41

Data Processing 600,000 900 6$7

Accounting 180,000 1,200 150

TOTALS $646,000 $7,808,000 161,000 $ 48

Finally, the total operating costs of public higher
education in Minnesota in 1974 -75 are estimated
at about $370 million11. The cost of achieving
the level of computing proposed here will amount
to about 2.5% of this total operating cost. Again,
this compares conservatively with the estimate by
the Pierce Report in 1967, that achieving their
goals for general instructional computing would
consume about 4% of the annual cost of higher
education.

If the State of Minnesota desires to achieve the
goals set forth here for computing in higher
education, funding must come from state sources
for the near future at least. The Federal bucle;c
situation and the current recession affecting the
computer industry do not auger well for Federal
grants or substantial manufacturers' discounts.
Despite the pessimistic outlook, higher education
must do everything it can to tap these outside
resources, which implies in turn that enough
flexibility must be built into funding and
coordinating mechanisms to provide matching
funds when they are needed. The outlook for
outside funding cannot get much v.orse; it could
improve considerably during the next several
years. But in either case, we believe that tangible
evidence of a commitment by Minnesota higher
education and the Legislature to coordinated

474

planning guidelines, such as represented by this
report, will significantly improve the changes of
obtaining outside resources to implement the
plans.

PRIORITIES

Despite the evidence that the proposed plan is not
an unreasonable expense for higher education, its
total cost by 1975 is clearly high enough to cause
concern by the Minnesota taxpayer and his
elected representatives. It may not be possible to
achieve the desired level of computing capacity
by 1975 aiming at that level for 1980 would, in
fact, distribute the rate of increase of spending
more uniformly (see Figure 5.2). If support
cannot be provided at the level suggested, then it
is recommended that priorities for spending
available funds should be as follows:

1. Support for existing facilities, especially
the statewide or regional facilities at the
University of Minnesota and Mankato State
College.

2. Establishment of a limited-captcity
statewide time-shared computer facility to
provide service at slightly above present
levels to the junior colleges, the University,
and the private colleges which wish to use



it. This is the only kind of Instructional
computer service presently economical for
and useful at the junior colleges.

3, Support for establishment of a statewide
center to support development work on
computerassisted and computermanaged
instruction. The potentials for economies
and effectiveness of this development are
too great to Ignore.

This minimal increment would amount to about
$900,000 for 1971-72, as compared with $1.4
million indicated for the recommended plan.

But it is properly the responsibility of higher
education itself to set these and other priorities,

I.

L

either within institutions and systems as in the
past, or through the Minnesota Higher Education
Coordinating Commission as recommended in this
report. Priorities for computing cannot be
established independently of other demands for
services, faculty, equipment and supplies, and
buildings, nor independently of the programs
which exist in the several institutions and which
may require computing or other support for their
existence. This report may serve as a useful
planning guideline, but it is the people within
higher education faculty, managers of academic
computing centers, and administrators who
must ultimately make the decisions, and who are
equipped with the knowledge and experience to
do the best job possible with the available
resources.
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Minnesota, like many other states, is considering the development of a state-
wide library network that involves compacts among libraries for sharing of
resources, union catalog production, centralized technical services, and
mecnanized information services. Within this framework, there are already a
number of activities underway within the State, including several directly relate
to the subject of this report (namely, the general state of computing in higher
education and government within Minnesota). It is the purpose of this Appendix
of the report to recommend a technical and organizational plan for developing
and implementing a statewide computer-based system to serve library needs,
and which will build upon the existing efforts.

In order to realize the goals for a statewide network, it is recommended that
Minnesota consider developing four levels of service:

1. Catalog Production Services The functions of this facility, whose
basic purpose is to provide centralized union catalog production
services, include the following:

Establish a standardized format for catalog data
consistent with that used in the MARC tapes from
the Library of Congress

Act as a central receiving point for catalog data
from national and local library sources

Convert catalog data into a standardized format

Produce book catalogs of various types for central
and local needs

2. Central Technical Processing Services Individual libraries can
contract with this facility for such services as central ordering,
cataloging, card production, and book preparation.

3. Mechanized Information Services This service provides the
capacity to acquire, catalog, and provide information from
magnetic tape data bases of all kinds reference, numerical,
and text such as the Census Bureau tapes, Chemical Abstracts
Tapes, legal text files, etc.

4. On-Line Bibliographic Services The purpose of this service is
to maintain bibliographic data on disk files and to provide on-line
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access to these files for libraries throughout the state. Libraries
will be able to both query and add information to the data files.

In addition, an educational and training program should be established for the
purpose of educating librarians and informing patrons about the operation of the
system, available services, and procedures for using them. Figure 1 shows an
organizational schematic and indicates the groups which might be responsible
for developing these services in the statewide library system.

It is recommended that the Higher Education Coordinating Commission serve as
the administrative focal point of the system. Its primary function would be to
receive money from the State for the development, implementation, and operation
of the system. It would arrange for contractors to carry out the technical work
needed to develop, implement, and maintain various parts of the system. An
Advisory Board and a Technical Task Force would serve as coordinating and
policy advising bodies. Specifically, the responsibility of the Advisory Board,
composed of librarians representing various types of libraries and library
groups, is to guide the Commission on what should be done within the State net-
work. The Technical Task Force, whose members are from the systems
analysis staffs of libraries and library groups, is responsible for establishing
the specifications of the system and assuring that the network is developed to
meet the needs of the library community as determined by the Commission and
the Advisory Board.

At present, Hennepin County appears to be a reasonable choice as the contracting
agency for development and operation of the Catalog Production Services and for
the Technical Processing Services. They have computer facilities for providing
such services; the Hennepin County Library already has embarked on a catalog
production effort.

Likewise, the University of Minnesota Library, the State's largest bibliographic
resource, appears to be the logical agency to develop mechanized information
services and to act as the Switching Center and on-line bibliographical center
for the network. The University has already recommended the development of
an automated system for providing on-line bibliographic services and mechanize(
information services (as documented in the report, Hardware/Software Require-
ments Information for a Minnesota Computer-Aided Library System).
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FIGURE 1

Organizational Schematic for the Proposed
Library Network in the State of Minnesota

Higher Education
Coordinating
Commission

Advisory
Board

Technical
Task Force

Technical
Processing

Center

Catalog Production

Technical Services.
Member
Libraries
and
Library L I

Groups

Information
Services and

Switching
Center

(University
of Minnesota)

Educ ation

Training

Batch Information i Edut ation

On-line Bibliographic Public Relations

H. 2 -3

LJ



There appears to be no existing agency that could be made responsible for
Education and Training as a 'continuing education' function. The Higher Education
Coordinating Commission should make an early effort to contract for the develop-
ment of this facility. A group (or groups) with experience in providing such a
program should work in cooperation with the University of Minnesota Library
School.

There are six phases in the development and implementation of each of these
four levels of service. Each phase can be separately budgeted in terms of time
and money, but each is a necessary step toward realizing the operational system.

1. Phase 1 Management: This stage establishes the basic manage-
ment and administrative capability to provide long-range, continuing
direction for the network, and its development.

2. Phase 2 Feasibility and Specification: During this phase, the
feasibility of the service is established, the preliminary speci-
fications for its operation are developed, and the time sequence
for subsequent stages in the development and operation of the
system are established.

3. Phase 3 Training, Education, and Public Relations: The purpose
of this stage is to acquaint the staff, in those libraries which are
participating (or potentially participating) in one or more aspects
of the system, with the nature of the service, the requirements
for participating, the advantages and potential difficulties, etc.

4. Phase 4 Development and Implementation: The operational
capabilities of the service are created during this stage.

5. Phase 5 Operation: The facility is operating and providing
services to libraries and their users during this phase.

6. Phase 6 Maintenance: This phase provides for the continuing
review, correction, and improvement of the on-going operational
service.

Various phases of each service can be separately funded from local, state, and
national sources, as outlined in Figure 2. In particular, the Commission should
be responsible for the major commitment of funds for development, training, and
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Operation and Fees Fees
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Figure 2. Sources of Income for Funding a Statewide Library Network

implementation. However, it is recommended that the University establish
support for management and administration of the work assigned to it within its
own budget. Similarly, Hennepin County should be separately funded for the
management and administration of the Technical Processing and Catalog Pro-
duction Services. Since the State Department of Education has the authority to
allocate funds under the Library Services and Construction Act, they represent
an appropriate agency to provide funding of this phase for the Technical Proc-
essing Center. A scale of fees should be established so that the costs of
operation and maintenance would be covered by charges to the participating
libraries for services provided to them.

The following tables provide estimates of the budgets necessary to accomplish
the goals of each phase in the four services. Tables H. 2. 1 through H.2.4
project total costs by service for a five-year period. Tables H.2.5 through
H.2.9 show the costs by year for the four services. Overhead, which has been
included, is calculated at 57% including 45% for basic overhead and 12% for
benefits. The estimates are drawn in part from those in the proposal from
the University of Minnesota, but have been modified to include consideration of
the additional services, a different time schedule, and other sources of estimates.

It is unlikely that the cost of developing the, system can be justified on the basis of
direct cost savings. Therefore, a careful analysis must be made of benefits.
These include the sharing of resources, the access to larger sources of infor-
mation, better handling of requests, reduction in duplicate work, and more rapid
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access to materials. Therefore, at an early point during the development of
the system, a full cost/benefit study should be contracted for in order to evaluate
the benefits from the services offered, their unit costs, and their future costs.

Table H. 2.1. Estimated Costs for Catalog Production Services

Phase Year 1 Year 2 Year 3 Year 4 Year 5 Total

Management* 47, 000 47, 000 47, 000 47, 000 47, 000 235, 000

Feas. and Spec. 20, 000 20, 000

Educ. and Train. 40, 000 10, 000 10, 000 10, 000 10, 000 80, 000

Dev. and Impl. 10, 000 10, 000

Subtotal 117, 000 57, 000 57, 000 57, 000 57, 000 345, 000

Overhead 66, 700 32, 500 32, 500 32, 500 32, 500 196, 700

Subtotal 183, 700 89, 500 89, 500 89, 500 89, 500 541, 000

Operat.** 250, 000 500, 000 500, 000 500, 000 500, 000 2, 250, 000

Maintenance 30, 000 30, 000 30, 000 30, 000 120, 000

Total 1 433, 700 619, 500 619, 500 619, 500 619, 500 2, 911, 700

Notes shown on page H. 2-11.
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Table H. 2.2. Estimated Costs for Central Technical Processing Services

Phase Year 1 Year 2 Year 3 Year 4 Year 5 Total

Management*

Feas. and Spec.

Educ. and Train.

Dev. and Impl. 60, 000 200, 000 200, 000 460, 000

Subtotal 60, 000 200, 000 200, 000 460, 000

Overhead 34, 200 114, 000 114, 000 262, 000

Subtotal 94, 200 314, 000 314, 000 722, 000

Operate *** 250, 000 1, 000, 000 1, 000, 000 2, 250, 000

Maintenance 100, 000 100, 000 200, 000

Total 94, 200 314, 000 564, 000 1, 100, 000 1, 100, 000 3, 172, 200

Table H. 2. 3. Estimated Costs for Mechanized Information Services

Phase Year 1 Year 2 Year 3 Year 4 Year 5 Total

Management 47, 000 47, 000 47, 000 47, 000 47, 000 235, 000

Feas. and Spec. 20, 000 20, 000

Educ. and Train. 8, 000 16, 000 8, 000 8, 000 8, 000 48, 000

Dev. and Impl. 35, 000 170, 000 360, 000 565, 000

Subtotal 110, 000 233, 000 415, 000 55, 000 55, 000 868, 000

Overhead 62, 700 132, 800 236, 500 31, 400 31, 400 494, 800

Subtotal 172, 700 365, 800 651, 500 86, 400 86, 400 1, 362, 800

Operation 606, 000 606, 000 1, 212, 000

Maintenance 70, 000 70, 000 140, 000

Total 172, 700 365, 800 651, 500 762, 400 762, 400 2, 714, 800

Notes shown on page H.2-11.

H. 2 -7



Table H.2.4. Estimated Costs for On-Line Bibliographic Services

Phase Year 1 Year 2 Year 3 Year 4 Year 5 Total

Management 47, 000 47, 000 47, 000 47, 000 47, 000 235, 000

Feas. and Spec. 100, 000 100, 000

Educ. and Train. 40, 000 10, 000 10, 000 10, 000 70, 000

Dev. and Impl. 480, 000 480, 000 960, 000

Subtotal 147, 000 567, 000 537, 000 57, 000 57, 000 1, 365, 000

Overhead 83, 800 323, 200 306, 000 32, 500 32, 500 778, 000

Subtotal 239, 800 890, 200 843, 000 89, 500 89, 500 2, 143, 000

Operat. 800, 000 800, 000 1, 600, 000

Maint.

Total 230, 800 890, 200 843, 000 889, 500 889, 500 3, 743, 000

Table H. 2. 5. Estimated Costs for Services During Year 1

Phase
Catalog

Production
Central

Processing

Mechanized
Information

Services
On-Line
Services Total

Management 47, 000 47, 000 47, 000 141, 000

Feas. and Spec. 20, 000 20, 000 100, 000 140, 000

Educ. and Train. 40, 000 8, 000 48, 000

Dev. and Impl. 10, 000 60, 000 35, 000 105, 000

Subtotal 117, 000 60, 000 110, 000 147, 000 434, 000

Overhead 66, 700 34, 200 62, 700 83, 800 247, 400

Subtotal 183, 700 94, 200 172, 700 230, 800 681, 400

Operat. 250, 000 250, 000

Maintenance

Total 433, 700 94, 200 172, 700 230, 800 931, 400
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Table H. 2. 6. Estimated Costs for Services During Year 2

Phase
Catalog

Production
Central

Processing

Mechanized
Information

Services
On-Line
Services Total

Management 47, 000 47, 000 47, 000 141, 000

Feas. and Spec.

Educ. and Train. 10, 000 16, 000 40, 000 66, 000

Dev. and Impl. 200, 000 170, 000 480, 000 850, 000

Subtotal 57, 000 200, 000 233, 000 567, 000 1, 057, 000

Overhead 32, 500 114, 000 132, 800 323, 200 602, 500

Subtotal 89, 500 314, 000 365, 800 890, 200 1, 659, 500

Operat. 500, 000 500, 000

Maintenance 30, 000 30, 000

Total 619, 500 314, 000 365, 800 890, 200 2, 189, 500

Table H.2, 7. Estimated Costs for Services During Year 3

Phase
Catalog

Production
Central

Processing

Mechanized
Information

Services
On-Line
Services Total

Management 47, 000 47, 000 47, 000 141, 000

Feas. and Spec.

Educ. and Train. 10, 000 8, 000 10, 000 28, 000

Dev. and Impl. 200, 000 360, 000 480, 000 1, 040, 000

Subtotal 57, 000 200, 000 415, 000 537, 000 1, 209, 000

Overhead 32, 000 114, 000 236, 500 306, 000 688, 500

Subtotal 89, 000 314, 000 651, 500 843, 000 1, 897, 500

Operat. 500, 000 250, 000 750, 000

Maintenance 30, 000 30, 000

Total 619, 000 564, 000 651, 500 843, 000 2, 677, 500
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Table H. 2. 8. Estimated Costs for Services During Year 4

Phase
Catalog

Production
Central

Processing

Mechanized
Information

Services
On-Line
Services Total

Management 47, 000 47, 000 47, 000 141, 000

Feas. and Spec.

Educ. and Train. 10, 000 8, 000 10, 000 28, 000

Subtotal 57, 000 55, 000 57, 000 169, 000

Overhead 32, 500 31, 400 32, 500 96, 400

Subtotal 89, 500 86, 400 89, 500 265, 400

Operat. 500, 000 1, 000, 000 606, 000 800, 000 2, 906, 000

Maintenance 30, 000 100, 000 70, 000 200, 000

Total 619, 500 1, 100, 000 762, 400 889, 500 3, 371, 400

Table H. 2. 9. Estimated Costs for Services During Year 5

Phase
Catalog

Production
Central

Processing

Mechanized
Information

Services
On-Line
Services Total

Management 47, 000 47, 000 47, 000 141, 000

Feas. and Spec.

Educ. and Train. 10, 000 8, 000 10, 000 28, 000

Dev. and Impl.

Subtotal 57, 000 55, 000 57, 000 169, 000

Overhead 32, 500 31, 400 32, 500 96, 400

Subtotal 89, 500 86, 400 89, 500 265, 400

Operation 500, 000 1, 000, 000 606, 000 800, 000 2, 906, 000

Maintenance 30, 000 100, 000 70, 000 200, 000

Total 619, 500 1 1, 100, 000 762, 400 889, 500 3, 371, 400
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Notes for Tables H. 2.1 and H. 2.2.

*The management and administrative costs are shared for catalog production
and technical processing services.

**Assumes the production of one union catalog during the first year and two
union catalogs during each of the following years, including the cost of con-
verting library catalogs to machine-readable form.

***Based on processing 150,000 volumes during year 3 and 600,000 volumes
during years 4 and 5.
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APPENDIX H.3

THE EDUCATIONAL AND ECONOMIC FEASIBILITY OF

COMPUTER-ASSISTED INSTRUCTION

Russell W. Burris

Center for Research in Human Learning

University of Minnesota

July 1970



In Computers in Higher Education: Report of the President's Science Advisory
Committee, of February 1967, the following paragraph appears concerning the
development of computer usage in teaching-learning situations by machine-learner
interaction(1) :*

It has been proposed that computers be used for "computer-assisted
instruction" in which the student interacts with the computer during
a learning period. It is clear that much of this will involve more
than passively following a previously prepared routine; it will involve
data analysis and data presentation. Whether or not computer-
assisted instruction using a computer becomes widely used is an
educational and economic problem. Surely, however, the cost of
trying to find how it works is a legitimate educational expense.

Nearly 100 research and development efforts in the United States, Canada and
Europe have been initiated during the past five years to study the educational
validity of computer uses in instructional situations. Most of these efforts, of
course, have been initiated only in the past two years(2). While the majority
of these efforts are located within institutions of higher education, several are
sponsored by public and private school districts, and many are directed toward
supporting industrial and military training programs.

The primary questions guiding these research efforts have been concerned with
the educational and psychological validity of various computer-based instructional
strategies, e.g., drill and practice, tutorial or programmed instruction, learner
controlled, and simulation or problem solving situations. Another area of re-
search and developmental effort in computer use often included in the con-
sideration of CAI is CMI (computer-managed instruction). In CMI, the student
does not interact with the computer program directly, but rather the instructor
uses the computer to make instil:Atonal management decisions for prescribing
sequences and content for individual students. Over the past two or three years,
evidence has been gathered from these efforts which indicate substantial educa-
tional potential of such computer use in instruction(3' 4' etc.). Evidence is less
clear, however, whether such uses of the computer can be economically feasible.

*Reference numbers in this Appendix refer to the Bibliography accompanying it,
not to the references for the entire report.
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Many questions involved in a thorough analysis of the CAI-CMI cost-effectiveness
remain unanswerable from current evidence. If viewed strictly as an add-on cost
to current instructional costs, CAI-CMI is not economically feasible. However,
if such computer uses are viewed as components in redesigned instructional
strategies, there is some evidence of true economic feasibility.

Costs for operating a student terminal in currently operating systems varies
between $2 and $5 Ter student-hour for each terminal(5) . These cost calculations
include computer, systems software, terminal hardware, facility management,
and communications leased or amortized over five years. As noted earlier,
however, nearly all of the current installations are for research and develop-
mental efforts, and for this reason more efficient operating systems could be
designed with presently available equipment. Estimates have been made for
systems using presently available equipment which vary between $0. 40 and $1.60
per student-hour per terminal. These designs are based on systems which have
between 30 and 100 terminals. These estimates have been reported by Bunderson
at the University of Texas(5), Bitzer and Alpert (6) at the University of Illinois,
and Robert Seidel at HUMRRO (7). Each of the reported systems uses a different
medium-size computer as a central processor to support the 30 to 100 student
terminals consisting of at least CRT displays and keyboards. The higher esti-
mates are accounted for by terminals which also include random access image
projectors and random access audio devices. Similar estimates have been made
in the CAI project with the Center for Research in Human Learning at the Univer-
sity of Minnesota.

In a well-documented cost analysis of a system based on 4, 000 terminals and
using terminal equipment for which only production prototypes exist at the
present time, Bitzer and Alpert (6) estimate costs of between $0.34 and $0.68
per student-hour per terminal. They summarize the derivations of this estimate
in the following table and reported the same in the article.

The above estimates do not include author costs involved in developing the
instructional materials. These costs are estimated to vary between $100 and
$800 per hour of instruction. When calculated over several hundred students
and over 2 to 5 years of use, these costs add $0.10 to $0.25 per hour of
Instruction. These are usually hidden costs in current instructional designs,
I. e., the development of special instructional materials, and if funded
directly, greater effectiveness and efficiency might be expected from the use
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Table H. 3. 1. Operational Costs of the Plato IV System

Total Annual Cost Per
Annual Cost Student Station
(Rental or (Rental or

Amortization Amortization
Over 5-Year Over 5-Year

Period) Period)

Cost Per
Student
Contact
Hour*

Central Computer
Facility

$900, 000 $ 220 $ 0. 00

Computer Systems
Software

100, 000 25 0. 01

Student Console 360-1, 000 0. 18-0. 50

Central Management
Services

240, 000 60 0. 03

Communications
Channels**

18-50 0. 01-0. 03

Total operational costs per student-contact hour $0. 34-0. 68

*Annual use per student, 2000 hours (45 weeks at 44 hours per week);
maximum number of student stations, 4096; total annual use (4096 stations),
8.2 million student-contact hours,

**For telephone connections on a given campus, contingent property-line costs
are about $i. 50 per month per terminal (1 cent per student-contact hour).
For student stations at a distance, communications would be transmitted by
means of time-multiplexed television channels for groups of 1000 student
stations per channel. At a distance of 150 miles, this would cost an additional
2 cents per student-contact hour.

of these materials. Total author costs for developing supporting materials for
instructional sequences now covered in a course might be expected to vary
between $5, 000 and $15, 000.

C.V. Bunderson (5) has estimated a savings of approximately $55, 000 in com-
paring a traditional instructional design with a new design using computer-assisted
instructional materials. He shows a cost of $175, 000 for teaching 1500 students
in a class that meets 30 sessions over a term, and a cost of $119, 400 for using
computer-assisted instructional materials to support an instructor and assistants.

In order for CAI-CMI to be educationally viable and economically feasible, such
uses of the computer must support new approaches and strategies in instructional
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design. Many new designs with these attractions have been demonstrated and
reported in current research and developmental projects, including the project
at the Center for Research in Human Learning at the University of Minnesota.

Drill and practice instructional materials in several areas of the curriculum at
all levels of education have been demonstrated. At the elementary level, the
computer has been used to control individualized drill and practice in reading

(8 9)and mathematics ' . Similar approaches have been used at the secondary
and college levels in physics, mathematics, business education, statistics, art
music and second languages (4' 10). Several variations to this drill and practice
strategy have been developed which might be described as programmed instruc-
tion, tutorial and learner controlled. These variations have to do with the
elaboratiress of the machine-learner interaction in the programmed software,
and with the general sophistication expected of the learner in choosing his
learning sequences.

Another type of instructional strategy which indicates significant educational
effectiveness at the secondary, college and even continuing education levels is
that of simulation. In such uses, a model of a large problem situation or system
is programmed into the computer. The model can then be manipulated by the
learner in ways which would be impossible, too expensive or too impractical in
real situations. Simulations for effective instructional purposes have been demon-
etrated in medical education, business education, engineering, physical sciences

11)and biological sciences (10,
. Many researchers and educators consider this

area of computer application as having great potential for effective development.
Using models of real world problems or situations, the student gains experiences
unavailable to him previously, and the instructor is provided an environment
to better consider the question of what a student 'knows' as he develops know-
ledge in a particular disciplinary area.

Computer-managed instruction (CM!) is often included as a particular type of
instructional strategy along with CAI. The computer is used by the instructor
to manage instructional materials for the evaluation of individual students. The
effectiveness of this approach has been demonstrated at the elementary and
secondary levels in the language, mathematics, social studies and science areas
of the curriculum TheThe major attractive feature of this strategy is the intro-
duction of truly individualized approaches to instruction without the necessity of
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a dedicated on-line computer system. In the development of uses of CMI thus
far, the evaluation of performance and prescription of instructional materials
for individual students have been done off-line on a daily or even weekly basis.

Several features of these strategies have made them educationally attractive,
and with reasonable hardware and software costs these systems could be truly
cost-effective. Evidence indicates that lower ability students achieve at signifi-
cantly higher levels than in traditional classroom environments, and that higher
ability students take significantly less time to achieve at the same expected
levels. With the individualization through the machine-learner sessions, a
greater number of individual and small group sessions are scheduled to replace
many of the larger classroom situations. Evidence from these new instructional
arrangements suggests greater instructor effectiveness; in a real sense, the
instructor becomes a manager of instruction with the ability to attend to indivi-
dual learner needs in ways not possible before.

In a project titled, "A Computer-Based Research Project in the Optimization
and Evaluation of Learning and Teaching'', at the Center for Research in Human
Learning at the University of Minnesota, drill and practice and simulation strate-
gies have been developed and demonstrated in German, opthalmology, hematology,
agricultural engineering design, and physics laboratory. Considerable develop-
mental work has been done in obstetrics, orthodontics, and logic, and early
efforts are underway in art, history, and geography. In the work accomplished
to date, evidence indicates significant educational effectiveness is achieved by
the drill and practice units covering the entire first year course in German, and
by the simulations of clinical cases in opthalmology and hematology (10). There
are further indications that these and other expanded uses of the computer in
second-language learning and in medical education can achieve a status of cost-
effectiveness. There is no reason to believe that similar effectiveness will
not be demonstrated la research and developmental efforts continue with other
projects to develop instructional materials.

The projected colts of instruction at all levels over the next decade make new
instructional approaches and designs imperative to achieve higher degrees of
effectiveness. There is reason to believe that the expanding requirements of
education can be met only through more effective use of both instructors and
technology. To meet these new requirements, however, research and devel-
opmental efforts such as those at the Center for Research in Human Learning
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need to be continued in order to arrive at optimal educational designs that are
economically feasible. With the remote capability of current technology, it is
possible to continue the research and development facility at the Center for
Research in Human Learning to support statewide needs in this area. Such a
facility, including hardware and specialized personnel, could support the needs
of departments at single institutions or the needs within disciplines at several
institutions. There is no reason why instructors at several institutions could
not develop cooperatively the instructional materials to be used in their own
teaching designs. While this facility is seen presently as one to support
instructional materials in higher education, it is possible that materials for
elementary and secondary education could be developed at the same facility.
Using the remote capability, initial demonstration efforts could be supported at
any insti'ution within the state to work out the design of an economically feasi-
ble system to be used in final implementation.

A statewide research and development facility for Minnesota would cost
approximately $86, 000 per year for hardware, system software, maintenance,
and specialized support personnel over the next five years. The hardware
costs, including computer and approximately 10 terminals, would cost $278, 000
for the entire 5-year period. Personnel costs for system software and program-
ming support would cost approximately $38, 000 per year, and maintenance
would add about $12, 000 per year. As development proceeded, additional ter-
minals up to a total of 30 could be added at a cost between $5, 000 and $10, 000
per terminal.
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H.4.1 Existing Computing Facilities

Academic computing facilities at the University are functionally divided into
four groups:

1. General purpose facilities are those which serve the entire
University for both instructional and research purposes.
There are three such facilities at the University:

a. University Computer Center CDC 6600

b. West Bank Computer Center CDC 3200

c. UMD Computer Center CDC 3200

2. Special-purpose computing facilities are those which serve
both instructional and research functions, but which are
more specialized in orientation than those of Group 1
specialized either in function or the academic units of the
University which it serves. There are four such facilities:

a. Health Science Computer Center CDC 3300. This
unit provides computing for research, for instructlJn
and for public service in the health sciences.

b. St. Paul Computer Center IBM 360/30. The major
function of this facility is to provide public service in
agriculture-related activities; for the Dairy Herd Im-
provement Association, and in services related to
soil analysis and farm management.

c. Hybrid Computer Laboratory EAI 680, CDC 1700.
This facility is specialized primarily by two functions;
it provides hybrid computation, and it has a high-speed
interactive computer graphics capability. It is avail-
able for all University usage for instruction, research,
and public service.
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d. Center for Human Learning IBM 1500 for the past
two years, but to be replaced with another system
still to be selected. The main focus of this system's
use is research and development activities in computer-
assisted learning.

3. Instructional Laboratory Computers Computers have becont:
important instruments in non-computational laboratory instruction,
particularly in professional programs in computer science and in
engineering. These typically are stand-alone systems in the
$100, 000 to $300, 000 range. Examples include:

a. Systems designed for 'hands-on' experience in hardware
and software design and in machine language instruction;

b. Computer systems designed to facilitate analyses of
engineering systems (for example, an 'integrated
electronics' circuit) too complex for the more classical
analysis by components;

c. Laboratory computer systems which replicate modern
industrial practices. For example, many chemical
engineering departments now use a stand-alone labora-
tory computer as a controller for unit operations and
for on-line data analysis of chemical engineering systems.

Establishing laboratory computer systems, such as these, will most
likely constitute an important component in the University's program
for the next few years.

4. Special Purpose (non-computing) Research Computero Computers
can be used for many purposes as controllers for research labora-
tory experiments, as communications devices, as data reduction
systems, as monitors (e.g., hospital patient monitoring) and so
forth. The University has many such systems In use; the earlier
report, Computing at the University, * describes many of them.
Typically, these are small computers, in the $5, 000 - $50, 000 price
range.

*"Computing at the University, an Information Brochure prepared for the
Computing Seminar, " December 3, 1969.
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In developing a statewide plan for computing for higher education, it is the Uni-
versity's Group 1 facilities that are of primary relevance. Group 2 and 3 facili-
ties are of interest in assessing the need for establishing similar specialized
facilities at other institutions. Group 4 facilities likely will not be involved in
statewide planning for the foreseeable future at least as a component in re-
quests for appropriations. The rest of this report will focus primarily on
Group 1, with some reference to Groups 2 and 3. Within Group 1, major atten-
tion will be devoted to the 6600, because it is the system with the largest re Serve
capacity.

H. 4. 2 Acquisition of Facilities

Funding for the acquisition of Group 1 and Group 2 computing facilities has been
provided by three sources:

1. Federal grants and grants from industry.

2. University funding. (The University makes an allotment each
year for computing equipnent from funds generated by charges
made for indirect costs associated with research grants and
contracts. For 1969 - 1970, this allotment was $345, 000.)

3, Income from services. This income source is applicable to
both Group 1 and Group 2 facilities.

Nearly all funding for Group 4 facilities arises from direct grants, usually from
a Federal agency.

The University requested, and received, $250, 000 from the 1961 Legislature
towards the acquisition of the CDC 1604. This system provided service for
eight years for most of that time, it was the University's only computing
facility. It was offered as a trade-in for the Duluth campus CDC 3200 in 1969.
No direct legislative funding has been involved for any facilities now in use at
the University, even though they are heavily used for instructional purposes.

A summary of funding for the Group 1 and Group 2 facilities appears below as
Table H.4. 1:
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Table H. 4.1 Costs of Computing Facilities and the Sources of Funding

Group 1 Facilities----,----
System Acquisition Plan

Purchase Price
Net Cost Funding Sources

CDC 6600 7 yr. payment
1967 - 1973

$2, 560, 000 Federal grant $ 800, 000
University 1, 760, 000

CDC 3200
(West Bank)

2 yr. payment
1967 - 1969

$ 450, 000 Federal grant $ 40, 000
Grants from Minnesota:

Industries 210, 000
University 200, 000

CDC 3200
(UMD)

3 yr. payment
1969 - 1972

$ 440, 000 University $ 290, 000

Total $3, 450, 000 *

*The original market value of this equipment is about $4, 600, 000
(about $3, 700, 000 for the total 6600 system). The $1, 300, 000
difference arises from educational discounts, research and de-
velopment grants, and equipment 'trade-ins'.

Group 2 Facilities

System Aquisition Plan
Purchase Price

Net Cost Funding Sources

CDC 3300 3 yr. payment $ 825, 000 Income from:
(Health 1970 - 1973 Services $ 650, 000

Sciences) University 250, 000

IBM 360/30 5 yr. payment $ 365, 000 Income from:
1969 - 1974 Services $ 365, 000

Hybrid Purchase $ 580, 000 Federal $ 400, 000

University 90, 000
Income from

Services 90, 000

IBM 1500 Lease $7, 500/month Federal grant and
University support.
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B.4.3 Distribution of Functions for Computing Facilities

At the University, .so-called 'productive time' on a general-purpose academic
computer is divided into four activities, as follows:

1. Faculty research -- this includes not only professional research,
but also public service functions, such as those for state ageni:12s,
because these service activities are usually closely related to
the faculty member's professional interests.

2. Computing for graduate student thesis research.

3. Course-related computing most of this computing is done by
under-graduate students.

4. Systems development most of this developmental work is
carried on by professional staff and by graduate students in
computer science.

In addition to 'productive time' , there is 'maintenance time' which usually
is scheduled during 'non-prime' hours of the day. In an academic facility,
2000 hours of productive time per year for each eight hour shift is con iidered
as an attainable goal; i. e., 6, 000 hours per year or 500 hours per month
approximates maximum utilization. For academic facilities, also, systems
development is a very important component of productive time.

A summary of usage for the 6600 for the fiscal year 1969 1970 appears in
Table H. 4. 2 shown below:

Table B.4.2. Productive Usage of 6600 Computer 1969 1970

Function
Hours
of Use

% of Total
Productive Use

Course-related 375 17%

Graduate Student 320 14%

Faculty Research
(Including Public Service)

1, 130 52%

Systems Development 389 17%

Total Hours I 2, 214 100%
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By University policy, course-related and graduate student computing are con-
sidered to be instructional in character, and are, therefore, subsidized' by the
University's support for the computer centers. Faculty computing can either be
funded (from research grants) or subsidized. (T,lany faculty members look
upon a computer facility as an instructional system, similar to a library, and,
therefore a facility that should be fully ',subsidized' by the University. I Systems
development is a research activity though it is highly instructional for the com-
puter scientist, often a graduate student, who carries out the work. His work
can be funded from research grants or can be subsidized.

The local interactive usage of the West Bank 3200 and the total usage of the
'MD 3200 are largely instructional. The two 3200's have a combined com-
puting power about one-fourth that of the 6606.

If one assumes that functions one and two of Table H.1.2 are 'entirely instruc-
tional' and functions three and four 'entirely research', the 6600 is used 31%
for instruction. For the 6600 and the two 3200's combined, the percent in-
structional use is about 45%, that is :

Percent Instructional Use =
(31% x 1) + ( 100% x 1 / 4 )

5/4

= 45%

In view of the uncertainties in definition, (particularly in identifying all of
faculty computing as research), it is reasonable to state that at the present
time, general-purpose computing (Group 1) divides itself about equally
between instruction and research. It is virtually certain that for the foreseeable
future, instructional usage will grow more rapidly than research usage. These
considerations should be the basic elements in University budgetary planning
for computing.

H. 4. 4 Anticipated Growth Patterns

1. The 6600 The 6600 computer was installed in the spring of 1967.
It has, therefore, been in use for three full years: 1967 -- 1968,
1968 1969 and 1969 1970. The growth rate between the 1967
1968 and 1960 1969 years was 45%. This, however, included
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a phasing-out of the 1604 computer. Between 1968 - 1969 and
1969 1970, the growth has been 22%, or 450 hours of usage.
450 hours annual growth will, therefore, be assumed as the
'normal growth'.

There are a number of factors, both internal to the University
and related to statewide planning, which indicate unusual incre-
mental growth in computing during the next two to three years.
These include the following:

a. There will be a major effort undertaken within the University
to increase the computer usage among undergraduate students.
A growth by a factor of three or four will bring us more nearly
in line with many other Universities and with the recom-
mendations of the Pierce Report (1).

b. Remote terminals at other institutions will likely add about
one-half hour of computing per month (or 6 hours per year)
for each 1000 students. A build-up period of three years is
assumed, and a total student enrollment of 50, 000 at the
institutions involved, hence, a growth rate of 100 hours per
year for a three year period. It should be noted that this
load will not exceed 5-6% of total usage.

c. Public service activities will increase, particularly those
related to 1970 census data. The growth could likely be
almost unlimited. 100 hours per year for two years is
assumed, then a leveling off of the annual increase to 50
hours.

d. The 6600 system is made available to many users, especially
non-profit agencies. It is anticipated that this service wil).
continue to grow.

These anticipated growths are summarized in Table H.4.3 below.
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Table H.4.3. Anticipated Usage of the 6600 (Hours per year)

1970/
1971

1971/
1972

1972/
1973

1973/
1974

1974/
1975

Normal Growth + 450 + 450 + 450 + 450 + 450
Special Undergraduate
Growth at the
University

+ 200 + 200 + 200 + 200 -

Remote Terminal
Usage at Other
Colleges

100 + 100 + 100 - -

Public Service 100 100 50 50 + 50

Other + 50 + 50 + 50 + 50 + 50
Subtotal

1969 1970 Usage
+ 900 + 900 + 850 + 750 + 550

2, 200

Total Hours 3, 100 4, 000 4, 850 5, 600 6, 150

Obviously, these statistics must be considered as approximate.
It does indicate that by about 1973 1974, we will be approaching
full loading of the 6600.

2. The 3200 Systems ' Both systcrns have a capability for meeting the
respective needs for a period of not less than three years. The capa-
bility is limited, primarily by the current size of central memory,
namely, 32, 000 'words'. These memories can be expanded in modules
of 16, 000 at a cost of about $55, 000 per module.

H. 4. 5 Operating Support

As an approximate 'rule of thumb', the annual operating budget of an academic
computing center should be about equal to the annual 'lease equivalent' of the
equipment, which typically lies in the range of 25 - 30% of the purchase price
of the equipment. For the Group 1 computers, this figure would be about
$900, 000 based on the $3, 300, 000 net price. (The $4, 600, 000 original market
price actually would be the base on which lease rates should be calculated. )
This has been our budget goal, supported about equally by regular support and
by income from research that is, in proportion to the instructional versus
research computing loads.
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The 1969 Legislature's inclusion of $200, 000 in the University's appropriation
designated for academic computer operating costs marked a major step forward.
Most of the dollars were allotted to the three Group 1 centers; the remainder
was allotted to the Hybrid Laboratory and the Center for Human Learning. The
preliminary legislative requests for 1971 - 1973 would bring the operating
support fully in line with the average standard identified above.

Of greater importance will be the need to make representation on behalf of all
of higher education, that as the state embarks on a major expansion program of
facilities, it be accompanied by adequate funding to meet operating costs.

H.4.6 Instructional Computing Needs for the Next Five Years

In this section are presented briefly the projected major areas of development
for instructional computing at the University, both internally and in the context of
a statewide program for higher education. The associated cost estimates must
be viewed as approximate, especially for the last three years. Research
equipment needs are not included except those for computer-assisted learning,
because this research activity is directly related to instructional programs.

1. Group 1 Systems.

a. The 6600. The addition of low-speed terminals to the 6600
for use by the University and by other institutions and
agencies will require the addition of a disk system ($110, 000),
and communications controllers ($45, 000 and $90, 000). The
terminals will cost about $30, 000 each. For the University
itself (including St. Paul and the branch campuses, except
UMD), three per year are assumed for each of four years.
An additional printer will also be needed ($75, 000).

If by 1973 - 1974 the 6600 is fully loaded, it can be expanded
to a 6700 at an overall cost of about $1, 800, 000. At that
time, its load will be about 60% instructional; the propor-
tionate hardware cost is $1, 280, 000. (The expansion of the
6600 is only one of many alternatives, of course. )
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b. The 3200's. As previously pointed out, it is possible to
expand the capability of the 3200 systems by modular ex
pansion of central memory, at a cost of $55, 000 per
module. It is likely that the UMD 3200 (expanded) will be-
come fully loaded during the five-year period. We would
plan to install a new system and move the 3200 elsewhere,
perhaps to St. Paul to establish a Group 1 facility there.

2. Group 3 Systems (Laboratory Instruction Systems ) We anticipate
a need for two systems at a cost of about $250, 000 each, one at
$150, 000 and one at $300, 000.

3. Group 2 Systems The statewide plan proposes a computer-
assisted-learning system serving higher education as a whole and
managed by the University. Separate from this instructional
system is the need for a research and development system.
Federal support for these CAL activities is declining; hence, if
Minnesota decides to develop an instructional system, it may be
necessary to also provide funding for the acquisition of the R and
D system. The $200, 000 is representative of systems that are
being considered for the Center for Human Learning.

The instructional programs for the Health Sciences Computer
Center and for the Hybrid Laboratory will continue to grow, The
present policy of providing some equipment support in these
centers will continue to be valid.

4: Time-Sharing Systems The statewide plan proposes the establish-
ment of a time-sharing computing capability within higher education.
The expansion of the system can be modular. The $450, 000 over a
three-year period would provide for approximately 100 terminals
at the University.

In Table H. 4.4 on the following page is summarized a tentative schedule.
Both the cost estimates and the schedule itself will require much further plan-
ning. Its inclusion here is for purposes of illustrating where the University's
instructional computing needs will likely develop and how the University's
program can fit into a statewide program.
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Table H. 4. 4. Summary of Universitj Needs for Instructional Computing

(Dollars in Thousands)

1971/
1972

1972/
1973

.1973/
1974

1974/
1975

1975/
1976

Peripheral Equipment for 6600 $ 230 $ $ 90 $ $

Remote Terminals 90 90 90 00

3200 Expansion 55 55 55 55

Laboratory Instruction Computers 300 300 300 350

New General Purpose Computer
Systems (or Expansion)

200

1,280 1,400

Computer Assisted Learning
(R & D System)

Other Group 2 (Equipment
Support)

150

Time-Shared Systems (Univer sity
Portion of State System)

150 150 150

Totals $1,025 $595 $835 $1,775 $1,400
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APPENDIX H,5

TABLES SUMMARIZING EXISTING (AUGUST 1970)

COMPUTING FACILITIES AND PROGRAMS IN

MINNESOTA HIGHER EDUCATION
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ANALYSIS OF GOALS AND THE COMPUTER RESOURCES NEEDED

FOR MINNESOTA HIGHER EDUCATION

This appendix presents the detailed technical analysis which provided the re-
sults presented in Section 3 of the report. The primary role of tl is analysis
was to yield quantitative estimates of the computer capacity required for in-
structional and administrative purposes in all five systems of higher educa-
tion in Minnesota over the next ten years. These quantitative estimates of
capacity are developed in terms of the three major hardware components of
a computer system:

(1) Input/output or terminal capacity, in units of problems/student,
terminals/student, or cards of input and lines of output per
minute.

(2) Central processor capacity, in units of FORTRAN statements
compiled per second and transactions per day, or the number
of active time-shared terminals which can be upport ed.

(3) Mass storage (or secondary storage) capacity, in units of millions
of characters.

1.0 EDUCATIONAL COMPUTING

The broad field of educational computing was factored into instructional com-
puting for undergraduates, instructional computing for graduate students, and
research computing.

1.1 INSTRUCTIONAL COMPUTING FOR UNDERGRADUATE STUDENTS

It is this kind of computing which is at present the most important for stu-
(lents in post-secondary institutions, and upon which the Pierce Report, Com-
puters in Higher Education (1) and the General Learning Corporation study,
A Feasibility Study of a Central Computer Facility for an Educational System
(7) are based. For undergraduates, the anal!rsts here will follow the methods
and assumptions of these two earlier reports, but based on data for higher
education in Minnesota rather than on national data (1) or a hypothetice school
system (7). The Pierce Report and the General Learning study both excluded
graduate education from explicit consideration. In Section 1.1.5 of this appen-
dix, the specific needs of that form of advanced education are considered.

H.6-1



The first step is to classify the various academic areas of study according to
whether they involve "substantial" (S), "limited" (L), or "casual" (C) use of
computers. These three usage categories are defined in terms of the number
of courses requiring computer use and the number of problems assigned per
course, as shown in Table 11.6.1. In Table H. 6. 2, the major areas of study
(Office of Education classifications) are classified according to the degree of
computer usage which they require. The first column here is taken directly
from the Pierce Report, based on baccalaureate degrees granted in 1963-64.
The remaining columns give similar information for baccalaureate-degree-
granting institutions in Minnesota, 1968-69. Rounding off the percentages of
Minnesota graduates in each of the three usage categories leads to a pattern
of 30% substantial / 45% limited / 25% casual usage needs within the state.
This pattern is close to the Pierce Report estimate (35%/40%/25%) and will be
used in the analysis for all degree-granting institutions in the state. Consulta-
tion with many college and university faculty and administrators, both in
Minnesota and elsewhere in the nation, have confirmed the reasonableness of
the Pierce Committee's estimates of the need for computing in higher educa-
tion.

The needs of the area vocational-technical schools and the state junior colleges
cannot be analyzed in quite the same way. On the basis of substantial exper-
ience at several of the area schools, their needs can be summarized as in
Table H. 6.3a, in terms of the programs they offer and the amount of access
required either to a small business-oriented computer, or to a medium-speed
(100-200 cards per minute and 200-330 lines per minute) card reader-line
printer terminal.

The scale in Table H. 6.3a provides approximately two hours per day of ter-
minal time to schools with one-year accounting programs, four to six hours
per day to those with two-year accounting programs or small data processing
programs, and eight or more hours to those with sizable programs in data
processing. In addition, it will be assumed later that schools with data
processing enrollments over 100 may possess a small computer.

For the junior colleges, 1.re have taken Fall 1969 enrollment data from a
typical Minnesota junior college, and determined the fraction of total
enrollment in courses in which computers should play a role that is,
substantive courses with some quantitative content in those areas of Table H.6.2
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requiring substantial or limited computer usage. The results of these esti-
mates are summarized in Table H. 6.3b, with the average number of time-
shared terminal hours and numbers of assigned problems per year computed
from the Fierce Report's estimate of ten hours of time-shared terminal time
per student enrolled in S-- or L--class introductory-level courses.

Because of the differences in the kinds of programs offered at the area
schools and junior colleges, their computing needs will be analyzed separately
from those of the degree-granting colleges. In applying the results from
Tables H.6.2 or H. 6.3b, it must be kept in mind that they represent averages
over a class of students: although a student enrolled in a course In descriptive
biology may use a computer not at all, another student in a beginning genetics
course may use it twice as much as the typical "substantial" user.

Two more pieces of information must be derived before the analysis can be
completed. First, by averaging the number of problems per academic year
(Table II. 6.1) over the three usage categories, weighted according to the
fraction of students in each category (Table H.6.2), we calculate

11.3 problems per student per academic year

assigned on the computer. Secondly, assuming (1A hours /school -day) x (200
school days/year) x (80% available time on the computer), there are

2,240 available computing hours/academic year

These assumptions are rather optimistic for a real school environment; they
have been taken from the General Learning Corporation study (7). Now thr
estimates so far developed can be used to eslimate the computing load for both
a time-shared computing system (TS) using inexpensive low-speed terminals,
and a remote-job-entry system (RJE) using a much smaller number of medium-
speed terminals.

1.1. 1 A Time-Shared Computer System

A time-shared computer system is defined in Section 3 of the report in
terms of the user to include the following necessary and sufficient characteris-
tics:
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(1) Input and output through a keyboard-printer terminal operating
at between 10 and 30 characters/second maximum. (The lower
speed is the most common in 1970.)

(2) Capability for the user to interact with a program during its execu-
tion.

(3) Response time of five seconds or less to a request not requiring
excessive computation.

The capacity of a time-shared computer system is measured in terms of the
number of active terminals. Assun- ing that students in the substantial usage
category are more expert than those in the limited usage category, and these
in turn more skilled than the casual users, the estimates of terminal hours
per problem in Table H.6.4 can be extracted from the General Learning
Corporation study (7). Averaging the results in Tables H.6.1, 1-1.6.2, and
H.6.4 over the three usage categories and dividing by 2,240 available hours
per academic year results in

6.67 time-shared terminals per 1,000 students, or
150 students per time-shared terminal

This is the required terminal capacity for a time-shared instructional com-
puting system in a degree-granting college or university. Applying the same
reasoning to the junior college data in Table II.6.3b results in

3 TS terminals per 1,000 junior college students, or
333 junior college students per TS terminal

Because the training in vocational schools is largely devoted to business data
processing and related applications, for which low-speed time-shared com-
puter terminals are not appropriate, their needs have not been estimated in
these terms.

The dedicated computer capacity necessary to serve a given number of low-
speed time-shared terminals can best be estimated in exactly those units
number of active terminals serviced. Over the past several years, exper-
ience with several time-sharing systems of various sizes and costs has shown
how many active terminals they can service adequately. (The industry standard
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for adequate service' is evolving to a maximum response time of about five
seconds for an input request which does not involve extensive computing.)

For a system which handles time-sharing and remote- job - entry and other
batch computing, the computer capacity required for the two kinds of work
must be compared. The General Learning Corporation study (7) provides
reasonable estimates for this purpose: an average of one request per active
terminal every thirty seconds, with the equivalent of fifteen FORTRAN state-
ments compiled per request and a factor of two to accomodate peak loads,
leads to the peak load compiling rate required:

6.67 statements per second per 1,000 4-year college students

3 statements per second for 1, 000 2-year college students

This can be folded in with similar estimates for a RJE system given below.

Finally, the mass storage capacity of a TS system must be estimated. Rely-
ing this time on experience at the University of Minnesota as well as on the
General Learning Corporation study, each active user needs an average of
3, 000 characters of storage for his own programs and data. An average of
the number of courses using the computer (from Table H. 6. 1, weighted by the
usage factors in Table H.6.2), leads to a figure of about 40% of the total stu-
dents in a college using the computer at any one time. Hence,

1.2 million characters per 1, 000 students at 4-year i:olleges

600 thousand characters per 1, 000 students at 2-year colleges

of mass storage is required. Other mass storage requirements in a time-
shared computing system area function of the system design itself, and will
not be specified in detail.

1.1.2 A Remote-Job-Entry Computer System

Instructional computing needs can also be satisfied by a computer system
operating In the batch-processing mode, with remote (or local) terminals for
entering programs and data, and for receiving and printing the output. An
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analysis of the input/output (or RJE terminal) capacity needed for this mode
of operation is outlined in Tables H.6.5 and H.6.6, which again are patterned
after the study done by the General Learning Corporation (7). Two kinds of
programming languages are assumed to be available; a simple languace such
as BASIC, and a more advanced language such as FORTRAN. The proportions
of students using these languages will differ in lower division and upper divi-
sion, as shown in Table H.6.6. Despite these differences, the average number
of characters of input or output per student per academic year or per minute
(2, 240 available hours per academic year) comes out almost the same for lower
and upper-division students. Assuming medium-speed RJE terminals with in-
put rates of 300 cards/minute and line printer output rates of 300 lines/minute,
(input and output not functioning at the same time), the total number of terminals
required to serve 1, 000 students may be calculated quite readily as

0.476 te, 0.5 RJE terminals /1, 000 students 4 y college

Carrying out a similar analysis for the more limited needs of students at
junior colleges yields

0.18 RJE terminal/1,000 junior college students

The obvious implication or this figure is that even a single RJE terminal has
substantially more capacity than the largest Minnesota junior college needs
for instructional computing.

The computer capacity needed to service these terminals can be estimated
from the data above. From Tables 11.6.5 and H.6.6, it is possible to calcu-
late that there will be about 0.4 computer runs per 1, 000 students per minute.
Assuming that there are an average of seventy statements to be compiled on
each run, that every third run requires execution of the program, that execu-
tion of a compiled program takes about 75% as long as the compiling, and a
factor of two to accommodate peak loads, then the computer capacity required
is:

1.2 compiled statements per 1, 000 4-year college students/second
AII0.10111

0.4 compiled statements per t. 000 2-year college students /second
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This is not a rate at which the computer must operate continuously fourteen
hours per day in order to process the entire instructional computing load; it
is the rate at which the computer must be capable of processing student jobs to
avoid queuing and job turn-around delays long enough to seriously affect the
educational effectiveness of the computer.

Users of a remote-job-entry or other batch-processing system do not, in
general, require on-line mass storage as do time-sharing users. Their
mass storage needs are taken care of by the punched (or mark-sense) cards
they use for input purposes. The computer systems considered in the next
section of this report will be configured with adequate mass storage capacity
to support a workable remote-job-entry batch-processing operation with
several programming languages, and utility and applications program storage.

Another way to furnish remote-job-entry computing is via low-speed terminals
(10 characters,' second, the same as used for time-sharing) rather than medium-
speed card reader-line printer devices. Although it is rather inconvenient
for students to work with punched paper tape as an input medium from a simple
teletype terminal, it can be done. Mark-sense card readers may also be
attached to such terminals, greatly increasing their convenience to students
(and, of course, adding to the cost).

An analysis in terms of student input/output rate shows that about 20 low-
speed terminals would be equivalent to one medium-speed terminal; this ratio
is approximately equal to the 2,400/110 ratio of transmission speeds. In terms
of computing capacity, the same amount will be needed for remote-job-entry
regardless of the speed of the terminals used. The economic and pedagogical
tradeoffs between low and medium-speed remote-job-entry and time-sharing
are discussed in Appendix H. 8.

1.1.3 A Mixed Time-Shared/Remote Job Entry System

Estimating the input/output and computer capacities for an instructional sys-
tem mixing the two modes of computing is much more difficult the General
Learning Corporation study, for instance, simply did not try to do it. How-
ever, because the regional computer center being established at Mankato State
College is considering mixed-mode operation, we will attempt an -Itimate.
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First, in terms of input/output capacity, the figures 6.6'7 TS terminals or
0.5 RJE terminals per thousand students imply that:

I/O: 13.3 TS terminals are about the equivalent of 1 RJE terminal

In terms of the computer or compiling capacity itself, we will make the reason-
able assumption that the swapping of programs in and out of the computer in
time-shared operations will add about 30% to compiling load on the computer.
(This assumption is valid when the TS computer is loaded near its capacity,
so that swapping takes a large fraction of the computer time. When the system
is running far under its capacity, the swapping will have little effect.) On this
basis, the mixed mode compiling requirements are:

Capacity: 1.2 Statements per sec per 1,000 RJE students
and 8.8 Statements per sec per 1, 000 TS students

In other words, it requires about seven times the raw computer compiling
power to service 1,000 students in a time-shared mode compared to a batch-
processing mode. This suggests that the time-shared component of mixed-
mode computing is not very efficient, which is known to be the case. The
same statement, however, may not apply to the comparison of a dedicated in-
structional time-shared computer with a batch-processing system. Large
computing programs in advanced languages should not be handled on a time-
shared basi::. Programs of this kind occur less frequently in an instructional
setting, particularly at the lower division level, than they do in business, in-
dustry, or research. When they do occur, they can and should be diverted to
a batch-processing system. A small or medium sized computer dedicated to
time-shared computing for small jobs may therefore be rather more efficient
and less expensive than the above factor of seven would imply. It is certainly
true that the operating system associated with a good small time-shared com-
puter makes it more efficient than the same computer operated in a hands-on
batch mode.

1.2 INSTRUCTIONAL COMPUTING FOR GRADUATE STUDENTS

The analyses in the Pierce Report and the General Learning Corporation study
(References 1 and 7), and so far in this appendix, are directed to the computing
needs of institutions which offer primarily undergraduate programs. As such,
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they suffice for all of the institutions in Minnesota except the Twin Cities cam-
pus of the University of Minnesota. The state colleges and the Duluth campus
of the University all have small graduate programs comprising a few percent
of total enrollment, and concentrated largely in areas which do not make ex-
cessive demands on computing. Much of the instructional computing associated
with these graduate programs will be course-related rather than large thesis
research calculations. As such, it appropriately may be lumped together with
undergraduate instructional computing.

It has been the policy of the state to concentrate most of the graduate instruc-
tion particularly the expensive, research-based programs in engineering and
the physical, social, and life sciences w:tich require quite substantial amounts
of computing today on the Twin Cities campus of the University. In 1969-70,
about 20% of the total enrollment on this campus was in graduate programs (not
including first-professional training), and this is expected to rise to about 26%
by 1980. The information on computer utilization at the University in 1969-70
(see Appendix H.4) shows that graduate students consume a substantial amount
of computing capacity not specifically related to their course work.

Using the data from Appendix H.4 on university computer utilization for 1967-70,
plus enrollment data summarized in Appendix H.10, it is possible to show that,
in terms of the computer capacity they require:

(1, 000 graduate students) =3.5 x (1, 000 FTE undergraduate students)

In arriving at this ratio, it was necessary to use total enrollment figures for
the graduate students rather than full-time-equivalents, because the number of
course credits associated with full-time graduate study is considerably less than
the 15 assumed for undergraduates. Furthermore, the first-level professional
students have been lumped with undergraduates, because most of their comput-
ing will be course-related, as it is at the undergraduate level. More advanced
professional students function as graduate students in their professional field,
with most of their computing related to thesis research, as is the case for
graduate students. The ratio of 3.5 between per-student graduate and under-
graduate computing needs will be used, together with the enrollment projections
summarized in Appendix H. 10, to estimate the total needs of the University of
Minnesota for instruction-related computing.
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The data processing, computer programming, and computer science programs
and courses in all of the systems of higher education provide specific vocational
training for their students. The general requirements of these courses and
programs have been included in the analysis of the previous section, along with
the specific requirements of computer training in the vocational schools. The
entries in Table 3.1 for the area. schools are based on 1974-75 enrollment pro-
jections in accounting and data processing from the State Department of Educa-
tion. These presume that the 11 existing data processing programs will be in-
creased to 13 by 1974-75, with enrollments ranging from 25 ta 150. There
seems to be some disagreement, both among vocational school faculty and the
businessmen who make up the Data Processing Committee of the State Board
of Vocational Education, as to whether these are more data processing curricula
than the state needs, or whether the need for geographical distribution of oppor-
tun ties for post-secondary training requires this number. This issue is
addressed in the recommendations in Section 5. For the analysis here, the
present projections of the State Department of Education have been assumed.

Special computer equipment required for other special training programs, such
as the Computer, Information, and Control Sciences Department at the Univer-
sity of Minnesota, is far too important to ignore. These needs do not lend them-
selves to the kind of analysis carried out here, but they have been included in
the recommendations of Section 5.

1.3 RESEARCH COMPUTING

The two systems of higher education which have a defined mission in research
and graduate training are the University of Minnesota and to a lesser extent,
the state .olleges. As the state's major resource for graduate training and
research, the University has the largest need and greatest capacity for re-
search computation. In Section 1.2 of the main report, it was pointed out that
research computing facilities can be placed in three classes:

(1) general-purpose computers;

(2) general-purpose computers configured for and dedicated to
specific application areas which occupy them almost full-time; and

(3) special-purpose computing devices (usually small) built into
laboratory apparatus as part of the equipment.
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The second and third of these classes will not be considered further, since
they are supported almost exclusively by funds from outside grants and con-
tracts, and receive university support only in very limited amounts and under
the same type of conditions prevailing for other kinds of university research
support. General-purpose research computing services are necessary for
many of the research activities conducted in large universities. The computer
capacity required to provide these services at the University of Minnesota will
be identified as excess capacity over and above the instructional computing
needs. From Appendix H.4, it is clear that about half of the activity on a
large university computer is for research and public service applications.
Since much of this computing is funded from outside sources, it will not be
considered in more quantitative detail than this: the service capacity must be
there, but it does not take the major investment of state funds which is neces-
sary to support instructional computing.

2.0 ADMINISTRATIVE DATA PROCESSING

The role of administrative data processing in higher education is defined in
Section 3 of the full report. As mentioned there, the analysis of the computer
capacity required to process administrative data in Minnesota higher education
has been based on the administrative applications developed or planned for the
University of Minnesota, which has the most extensive system of this kind in
the State.

The resulting estimates of needed data processing capacity are summarized in
Table H. 6. 7 of this appendix. Details of the administrative data processing
capacity analysis, complete with annotations on the various assumptions made
in scaling the results to the different institutions, may be found in Table H.6. 8.
Summaries of the total capacity estimates for 1969-70, 1975-76, and 1980-81
appear in Table 3.2 of the report. The overall capacity results are assumed to
scale within a system of institutions and with time according to the total enroll-
ment. From an examination of Table H.6.8, it will be seen that several other
more relevant factors are used to scale various data file sizes or applications
capacities. All of these factors, however, increase and decrease with head-
count, making this a reasonable, if not precise, quantity by which to scale. To
facilitate scaling of the individual private colleges and state colleges, the figures
are given in the tables in terms of a private college with 1,000 students (a typical
size) and a state college with 10,000 students (between Mankato and St. Cloud in
size in 1969-70).
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As noted in Table 11.6.8, several of the files and applications have not (yet) been
implemented at the University, although most of these are in the thinking and
talking stage, at ieist. The one major exception is student registration, utiliz-
ing a curricula file. To estimate the input/output, transaction, and mass storage
capacities required for this type of application, a crude system design was con-
structed, which is adequate for capacity estimates but not as the basis of a work-
ing system design.

Input/output capacity is assumed to be accommodated by high-speed card
readers (1000 cards/minute) and line printers (1, 000 lines/minute) located at
the computer site. In addition to these production facilities, there are two
other kinds of I/O devices which bear mention. The central offices for the
State College and State Junior College systems require access to information
in the data bases stored on computers which will be located at colleges. They
may also need some processing of the information to meet their special report-
ing needs. Similarly, the Higher Education Coordinating Commission has needs
for information and processing. Each of these three gro9ps should therefore
have access to a medium-speed remote- job -:retry terminal. Since they are
all located in the Capitol Square Building in St. Paul, and if the statewide
common communications interface is implemented, then all three organizations
can share a single terminal. The State College Board already has such a ter-
minal on order for installation when the Mankato computer is installed. It is
anticipated that they will make this terminal available also to the State Junior
College Board and the Higher Education Coordinating Commission, when those
two organizations are in a position to use it.

The second kind of input/output device which is implied for effective use of an
administrative data processing system is a query terminal a cathode-ray-
tube-display-keyboard or teletypewriter-like terminal for rapid retrieval of
certain kinds of information from the system. Estimates of query terminal
needs for student registration are included in Table 3.2 in the report. Several
terminals of this kind are being installed in various administrative offices at
the University and at Macalester College. One can see a need for a few of
them at each state college and one at each state junior college, linking the
junior college president to the remotely-located computer data base. When
the data bases are available for their use, the software designed, and the
hardware and communications specified, then these institutions should make _1
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requests to fund suitable query terminals. When such on-line terminals are
in use, it will be most important for the data systems manager to provide
excellent maintenance (updating) of the data bases: bad or old information may
be worse than no information at all.

Table H. 6. 1. Definition of the Three Pierce Report (1) Categories
of Computer Use by College Students

Substantial Limited Casual

No. courses requiring computer use 10 4 3

No. problems assigned per course 12 6 3

Total No. problems in 4 yrs. 120 24 9

Average No. problems per academic yr. 30 6 2.3
..
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Table H. 6.3. Computing Needs of Two -Year Post-Secondary
Institutions in Minnesota

a. Area vocational-technical schools.
...

(Enrollment in data processing plus
50% or enrollment in accounting)

Hours per ochool day of
terminal or computer time
needed

less than 25
25-50

50-75
75-100
greater than 100

2 hrs.
4

6

8

12

b. State junior colleges. Calculated from 1969-70 course
enrollment data from Anoka-Ramsey State Junior College.

Average number of students enrolled per quarter
in courses requiring significant computer use

Average number of FTE students per quarter

Hours of time-shared Terminal time required
per student (Pierce Report ))

Arbitrary reduction for students enrolled in more
than one course using computers

Average number of terminal hrs. per FTE student

1,469

1,654

33.3 hrs.

0.75

2.25

Table H.6.4. Time-Shared Terminal Hours Per Problem,
By Category of Usage for College Students

Substantial Limited Casual

Terminal sessions/problem 2 3 4

Terminal hrs. /session 0.55 0.5 0.45

Terminal hrs. /problem 1.1 1.5 1.8
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Table H.6.7. Summary of Need Estimates for Data Processing
Capacity in Minnesota Colleges

College or
System

Input Cards
or Entries*

Lines of
Output*

Computer
Transactions*

Mass
Storage**

Univ. of Minnesota 7.4 46.9 105.6 660

1969 (50, 000 students)

A State College
with 10,000 students

1.16 6.26 13.4 87

State College System 4,35 23.6 50.4 328

1969 (37, 681 students)

A Jr. College System
with 20,000 students

2.1 11.6 22.7 140

State Jr. College Sys. 1.84 10.2 19.9 123

1969 (17, 544 students)

A Private College
with 1,000 students

0.11 0.57 1.84 11

Total Minnesota 2.9 15.4 50.0 400

Private Colleges,
1969 (27, 137 students)

* Figures are stated in millions per year.
** Millions of characters.
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ERIC User please note:

Chart from original document is not reproduced
here due to small print size.

Chart showed for the University of Minnesota,
for State and private institutions of various
sizes data volume (in terms of input cards,
output lines, computer transactions, and file
size for such areas as Student Files, Staff
and Payroll, Courses and Curricula, Space,
and Property Inventory.



APPENDIX H.7

TABLES SUMMARIZING HARDWARE AND

COMMUNICATIONS FACILITIES AND THEIR COSTS



Table H. 7.1. A Scale of Computer System Capacities and Costs

a. Computer Systems Suitable for Batch-Processing and Support of Medium-
Speed and Low-Speed Remote Terminals.

Class

Computing Speed

Examples

FORTRAN
Statements

Compiled Per Min.
(thousands)

Data Processing
Transactions/Min.

(thousands)

Approx.
Monthly
Lease
Cost

A. 25 8 - 12 $180, 000 CDC 7600
(10 - 25) IBM 360/195

B 8500
U 1110

B. 12 8 85, 000 CDC 6600
(12 - 20)

C. 6 7 65, 000 IBM 360/75
(5 - 7) (5 - 9) U 1108

GE 645
B 6500

D. 3 5. 5 40, 000 IBM 360/65
(2 - 4) (4 - 7) U 1108

GE 625
CDC 3500
H 8200

E. 2 2. 5 25, 000 CDC 3300
(1 - 3) (1 - 4) IBM 360/50

B 5500
XDS 940

F. 1 0.8 12, 000 IBM 360/40
(0.5 - 0.1) U 9400

CDC 3200

G. 0.7 0.25 8, 000 IBM 380/30
(0.15 - 0.3) U 9300

CDC 3150

H. 0.350 0.1 4, 000 IBM 360/25
(0.5 - O. 15) CDC 1700

H 120

I. N/A Approx. 2,000 IBM 380/20
0.5 IBM 1130

9200
PDP-8
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Table H. 7. 1. A Scale of Computer System Capacities and Costs (Cont. )

b. Time-Shared Computer Systems.

Class

No. Active
Terminals
Supported

Purchase
(thousands)

Approximate Cost
Cost Per
Per Month
Terminal Examples

Monthly
Lease

(ihousands)

Purchase
Per

Terminal

Z. 16 to 40 $100 $2. 5 $4, 000 $100 IIP 2000 A
to to to to HP 2000 )3
$300 $7. 5 $8, 000 $200

GE 255
PDP-8

V. 40 to 60 $300 $7. 5 $8.000 $200 CDC 3300
to to to to H 1648
$600 $15 $12, 000 $300 PDP-10

IBM 360/44

X. 40 to 120 $500 $12.5 $12, 000 $.400 XDS 940
to to to to SIGMA 7
$2, 500 $62 $16, 000 $400 GE 435

GE 635
B 5500

W. 60 to 200 $2, 500 $62 Over Over CDC 6600
and up and up $16,000 $400 (ti RONOS)

IBM 360/67
U 1108

Information gathered from:

a. "Evolving Computer Performance 1963-1967", in Datamation,
Jan. 1968.

b. Auerbach Computer Notebook International, Volume 1.

c, "Characteristics of General-Purpose Digital Computers", in
Computers and Automation, June 1968.

d. "Computer Characteristics'', In Business Automation, September
1967.

e. "Time-Sharing Services'', in Modern Data February 1970.
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Table H. 7.2. Mass Storage Monthly Costs*
, .

Type

...... . . . ...._.

Cost Per Month
_

Storage
Volume

(Million of
Characters)

Dollars Per
Month Per

Million
Characters

Control
Unit

Storage
Unit

IBM 2311 $ 5'70 7.25 $ 80.70
2841 (2311 Controller, 1x8) $ 525

IBM 2312 535 29 . 24.80
IBM 2318 920 58 19.00
IBM 2313 1745 117 16.50

2314 (Controller, 1x8) 1480

CDC 841-3 (3 access mechanisms) 1865 107 21.60
,.DC 841-8 (8 access mechanisms) 4150 286 16.90
CDC 821-1 (1 access mechanism) 2750 419 6.30
CDC 821-2 (2 access mechanisms) 5100 838 6.30

3533 (controller for 8 access
mechanisms)

lii41VAC PASTRAND 11

700

1280 4265 144 30.70

Burroughs
17 MS series included 450 2 225.00
23 MS series

incremental
51, 4950

900
100

20
50.00
45.00

40 MS series 50 3950 100 40.00
incremental 700 20 35.00

80 MS series 50 2700 100 27.50
incremental 450 20 22.50

*Obtained from sales offices.
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Table H.7.3. Mass Storage Costs for Minnesota Institutions of Higher
Education in 1975.

System Storage Type*

Storage
Requirement
(Millions of
Characters)

Monthly Rate
Per

Million
Characters

Monthly
Cost**

University of 2313 (IBM) 827 $16.50 $ 5,460
Minnesota

Twin Cities
Duluth 841-3(CDC) 45 21.60 388

Morris
Waseca

State Colleges ( U)FASTRAND II 426 30.70 5,230

Bemidji 2311 (IBM) 51 80.70 1,646
Mankato (U)FASTRAND II 131 30.70 1,615
Moorhead 2311 (IBM) 61 80.70 1,958
St. Cloud (U)FASTRAND II 105 30.70 1,290
Southwest 2311 (IBM) 37 80.70 1,282
Winona 2311 (IBM) 41 80.70 1,323

State Junior 2313 (IBM) 204 16.50 1,333
College System

Private Colleges 2311 (113M) 490 80.70 15,817

Typical 2311 (IBM) 11 80.70 354

* Depends on computer installed or planned as well as storage requirements.
**Assumes that 40% of required storage will be on-line at one time.
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Table H. 7. 4. A Scale of Representative Remote Terminal
Characteristics and Costs

Class Characteristics

Approximate
Average Cost

ExamplesPurchase Monthly

h. Small computer, 4-8K memory,
FORTRAN and/or COBOL compiler,
4 tape drives or discs, medium speed
line printer, card reader and card
punch.

$160, 000 $4, 000 IBM 360/25
CDC 1700
H 120
GE 115
B 500
U 9300

i. Mini-computer, 4-8K memory. Some
have FORTRAN compiler. Low speed
tapes, small disc, or multi-function
card machine. Low speed printer.

90, 000 2, 500 IBM 360/20
U 9200
1B11 1130
DEC PDP-8
CDC-8090

j. RJE terminal with card reader input
and pi inter output. Can be program-
med to some extent for off-line,
either by plug-board or limited in-
struction set.

60, 000 1, 500 ASC 1170/3

k. Simple RJE terminal with card input
and printer output. Some have hard-
wired feature for off-line listing of
cards.

32, 000 800 CDC 200 UT
IBM 2780
DATA 100 70-1
UNIVAC DCT 2000

. Remote CRT (video) terminals with
keyboard entry. Teletype replacement.

4, 000 135 INFDTON
DATA 100 73

No hard copy (display only). Some
are buffered. Features and options
vary. Price of modem not included.

DATAPOINT 3300
IIAZELTINE 2000
LOGITRON L/1
VIDEO SYSTEMS

VST/500

m. Keyboard terminals, 10-30 char/sec, 1, 000- 60- ASR 33 (TELETYPE
with punched paper tape input. 4, 000 100 FRIDEN 7100

UNIVAC DCT-500
DURA 1051
IBM 2741

n. Low-speed mark-sense card or docu- 3, 000- 100- HEWLETT-
ment reader (input only) for use with a
keyboard-printer or display terminal.

4, 000 125 PACKARD 2760A
MOTOROLA

Speed is limited to that of the device
through which It is connected.

Information gathered from:
a. Auerbach computer Notebook jnternational, Volume 1.
b. Small Digital Computers, in EEE, February 1970
c. "Data Communication Terminals", in 13usiness Automation, September 198P.
d. "Characteristics of General-Purpose Digital Computers", in Computers atui

Automation, June 1968.
e. "Low-Cost CRT Terminals", in Datunation, him 1968.
f. !Interactive CRT Display Terminals, in Modern Data, June 1970.
g. "Computer Characteristics", in BusinessMitan, September 1967.
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Table H.7.6. Characteristics and Costs of Available Modems*

This list is not representative of all manufacturers or models on the market.

Transmission
Rate

(bits/sec.)
Other

Characteristics

Typical Cost
(per end)

Manufacturer
and Model

Lease
Per Mo. Purchase

2000 Dial-up line $ 73 - Bell 201A

2400 Conditioned private
line

73 - Bell 201B

2400 Dial-up line 90 $2400 Rixon PM-24A

2400 Unconditioned
private line

93 2750 ADS

2400 & 4 low Unconditioned private 175 5500 ICC
speed line. Allows 4 tele- (MILGO)
channels type channels, simul-

taneously with 2400
bps RJE Terminal

4400/24PB

4800
(Two 2400
channels)

Conditioned private
line

200 5800 ADS 448

3600 Dial-up 207 - Bell 203

3600 Dial-up 220 5800 ICC
(M1LGO)
3300/36

* Obtained from sales literature or sales offices.
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Table H.7.7. Some Common-Carrier Communication Line
Services and Costs*

Type of Service Characteristics
Monthly

Cost Company

Leased Voice-Grade
Lines

Private line, 2000 bits-per-
sec

$4/mi Bell

G. S.A. Lines Same as above but using
lines of federal government
with volume discount rates.

$0.62/mi Bell

Available only between
certain locations

INWATS Unlimited number of in-
coming calls from within
the state

$590 Bell

OUTWATS Unlimited number of out-
going calls to points within
the state

$590 Bell

Dial-up Long-distance over regular
phone network, within

$6/hr
(night)

Bell

Minnese)ta $20/Im
(days)

C2 Line Allows higher-speed data $17 per Bell
Conditioning transmission over same

lines
end

Leased Low 150 bits per second $2/mi Bell
Speed Lines

* From Northwestern Bell Telephone Company
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Table H. 7.8. Existing Leased Tie-Lines to the State Office
Complex in St. Paul.

*Brainerd

Crookston (one-way out)

**Duluth

*Fergus Falls

Grand Rapids

Hibbing

*Mankato

*Marshall

*Moorhead

*Rochester

**St. Cloud

Thief River Falls (one-way out)

Virginia

*Willmar

Winona

*An OUTWATS line also available in these cities.
** Two OUTWATS lines available.
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Table H. 7. 9a. Approximate Costs Per Line for Front-End
Computers Dedicated to Communication Control

No. of
Lines

Cost Per
Low-Speed Line

Cost Per
Medium-Speed Line

Purchase Monthly Purchase
_

Monthly

8 7, 750 267

16 3, 875 133 6,318 209

32 3, 159 104 4, 250 140

64 2, 125 70 3, 450 111

128 1, 725 56 2, 948 94

256 1, 474 47

NOTE: This class of equipment can be (1) a small or mini-
computer with a multiplexor, or (2) a computer de-
designed specially for communications control,
such as COMCET. Typical equipment of the latter
group is shown in Table H. 7. 9b.

Furthermore, the cost per line can vary consi-
derably depending on such factors as memory size,
number and type of peripherals.

Sources:

1. "External Control'', Datamation September 1970

2. Control Data Corporation

3. COMCET

4. Auerbach Minicomputer Notebook
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APPENDIX H.8

COST COMPARISONS OF TIME-SHARED

AND REMOTE-JOB-ENTRY BATCH COMPUTING



Among computer experts, especially those associated with higher education,
there is a standing controversy concerning the relative merits and costs of
time-shared computing and batch processing. It is probably correct to say
that the majority of computer specialists favor batch processing as more
eiiective and considerably less expensive than time-sharing, and also that
most of them have had very little experience in using, managing, or main-
taining a time-shared computer system. This is certainly true in Minnesota
higher education. The minority position, however, was sufficiently convinc-
ing that the Pierce Report' of 1967 recommended the adoptioh of time-shared
computing for instructional purposes because of its greater convenience to
and efficiency for the user.

Quite aside from the merits of time-sharing, it is incumbent upon us to in-
vestigate more quantitatively the costs of that mode of computing relative to
batch processing through remote terminals. If it is in fact considerably more
expensive, and if remote batch processing will do the job, then Minnesota
cannot afford much time-shared computing in higher education. Therefore,
we have carried out a cost analysis of three modes of instructional computing:

Remote-job-entry via medium-speed terminals
(2, 400 bits/second)

Remote-job-entry via low-speed terminals
(100 and 300 bits/second)

Time-shared computing on a Class Z system dedicated
to time-sharing

In Appendix H. 6 it has been shown that time-shared computing mixed with
batch processing on a large computer is not economical in terms of computer
costs; hence, that mode has not been considered further. It will be useful
at this stage to recall the functional definition of time-shared computing in
terms of the user (Section 3):

User may interact through a keyboard with a program
during its execution;

Response time of five seconds or less to a request not
requiring significant computation.

H. 8-1



The analysis here is based consistently on the figures developed in Appendix
H. 6 and reported in Section 3 of this study: the "average" student works
11.3 problems per year on the computer, whatever the mode of computing
used. The results of the analysis are displayed in Table H.8.1 in terms of
total hardware cost required to serve 2,000 students in a four-year college.
Note that communications costs have not been included. By judicious use of
multiplexing, they can be similar in most cases for the four alternatives of
Table H.8.1, though perhaps somewhat less for the single medium-speed
terminal (see Section 4.5). Another factor not included in the table is operat-
ing support, including staff. Again, this will he similar for three of the four
alternatives, and somewhat lower for the Class Z dedicated time-shared com-
puter, since this kind of machine requires very little operator attention and
maintenance. (Annual operating support has been estimated in Sections 4 and
5 of this report at 30% of purchase cost for batch-processing systems, and
18% (60% of 30%) for Class Z time-shared systems. )

The conclusion from Table H.8.1 is that medium-speed remote-job-entry
computing is somewhat less expensive, and that the various low-speed ter-
minal alternatives do not differ much in cost. It must be kept in mind, how-
ever, that the services provided by remote-job-entry and time-sharing are
not strictly comparable, even though the costs may be. The computing power
of Class Z time-sharing systems is more limited than that available from a
Class D computer. This kind of time-sharing is quite adequate for the in-
structional computing needs of many students most of those in lower divi-
sion, for instance. The surprising similarity in costs for batch processing
and time-shared computing results from this computing power difference,
and from the fact that batch processing implies more input/output than time-
sharing. Referring to Tables H.6.4 and H. 6. 5 of Appendix H. 6, the important
numbers are

about 1.5 terminal hours per problem in the time-sharing
mode; and

about 5 runs per problem, and 12,000 characters input and
68,000 characters output per problem for batch processing.
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What happens is that the student at a time-shared computer terminal reads
in or types in his program once, then makes changes and corrections in it cn-
line, storing the program on the computer disk while he works off-line to
identify the changes needed. In a batch processing system, or the other :land,
the entire program is read in and the necessary diagnostics, lists, and other
output printed for each of the five runs necessary to complete a problem. In
other words, the cost of the additional input/output required for remote batch
processing offsets the cost of disk storage and the extra (but cheaper and less
powerful) computing required of a small time-shared system.

This analysis has been reviewed by highly respected staff members of the
computer centers at the University of Minnesota and Mankato State College,
who expressed their skepticism that time-shared computing could be almost
as inexpensive as batch processing. They suggested that the efficient diagnostics
built into compilers on their computers would reduce the number of runs per
problem from five to perhaps three. While it is true that their diagnostics are
much more extensive than those of most computer systems, several users have
expressed general agreement with the estimate of five runs per problem. Also,
there has been little experience in Minnesota with the proposed instructional
uses of computers by a large fraction of the student body, most of whom will be
rather inexperienced.

A similar detailed review of the analysis was made by a member of the staff
of the Kiewit Computation Center at Dartmouth College, perhaps the only in-
stitution in the nation with extensive experience in the use of computers by most
of the student body, and in both the time-sharing and batch processing modes.
This reviewer considered both the assumptions and results of the analysis to
be reasonable.

Until more experience and information are available, the authors of this study
will stand by the results in Table H.8.1, with the one reservation that the cost
estimates there, although they are self-consistent and consistent with the rest
of the report, are of limited accuracy. Therefore, educational objectives should
play a major role in deciding which mode of computing should be used. For the
interactive simulations coming into use in the social sciences and engineering,
time-shared computing is almost necessary. But for training students in
business data processing, as in the area vocational-technical schools, both
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time-sharing and the low-speed remote-job-entry modes are inappropriate. In
the larger institutions, both remote-job-entry and time-shared computing will
surely be needed to satisfy a variety of educational demands.

Table H. 8. 1. Comparison of Terminal and Computer Costs for Three Kinds
of Remote-Job-Entry Computing and Time-Shared Computing
(Based on the needs of 2, 000 four-year college students)

Remote-Job-Entry
Time-SharingLow-

Speed
Low-
Speed

Medium
Speed

Data Rate (bits/second) 110 300 2, 400 110

Terminals
Number Required 20 7 1 14

Unit Cost/Month $75/mo $175/mo $800/mo $75/mo
Total Cost/Month $1, 500 $1, 225 $800 $1, 050

Computer Capacity

Required Peak 144 FORTRAN statements/min
Compile Rate
Computer Assumed Class D Class Z

Compile Rate 3, 000 FORTRAN statements/min ($6,000/terminal)
Cost/Month $40, 000 ($150/terminal)

Required/Available 144/3, 000 = 4. 8%
Ratio
Cost of Capacity $1, 920 $1, 920 $1, 920 $2, 100
Utilized

TOTAL MONTHLY COST $3, 420 $3, 145 $2, 720 $3, 1.50

H. 8-4



APPENDIX H.9

ALTERNATIVE DEPLOYMENT

CONFIGURATIONS FOR COMPUTERS

IN MINNESOTA HIGHER EDUCATION

Refer to Appendix H.7 for identification of the
specific types and costs of components referred
to in the columns labeled "Type and Comments".
The quantities listed are those developed in
Section 4 of the main report.



Table H. 9. 1. lntra -University System

Type and Commerts Quantity
_ _.... ............

Unit
Cost

Monthly
Cost

Terminals

Crookston Type "in" teletype equiv. 3 $ 75/mo $ 225

Waseca Type "m" teletype equiv. 2 .., 75/mo 150

Morris Type "m" teletype equiv. 10 75/mo 750
Type "k" remote-job-entry 1 800/mo 800

Duluth Type "1" CRT 2 100/mo 200
Type "m" teletype equiv. 14 75/mo 1, 050

Minneapolis Type "m" teletype equiv. 131 75/mo 9, 825
gype "k" remote-job-entry 18 800/mo 14, 400
Type "1" high-speed terminal 2 2500/mo 5, 000
Type "f" satellite computer 1 Cost included in

(West Bank) computer cost

$32, 400

Multiplexors

Crookston ADS 680 or equiv. 2 64/mo 128

Waseca

Morris ADS 660 or equiv. 1 200/mo 200

Minneapolis/St. Paul ADS 680T or equiv. 2 95/mo 190
ADS 660 or equiv. 1 200/mo 200

718

Modems

Morris and Twin Cities ADS 448 or equiv. 2 $ 200/mo 400
(Two 2400 bps channels)

Duluth and Twin Cities Bell 201B or equiv. 2 73 /rno 146
2400 bps
(for 3200-6600 and query
terminal communication)

Twin Cities Unconditioned private line 36 93 /mo 3, 348
(ADS)

Modem costs for low-speed terminals are
included in terminal and computer costs.

$ 3, 894

Controllers

Twin Cities To support 19 medium-speed 19 ports $ 170/mo $ 3, 230
terminals per port

-1-



Table H. 9. 1, (Continued)

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Lines

Voice-grade leased line

Voice-grade leased line
Leased-line conditioning

Voice-grade leased line

Voice-grade leased line
Leased line conditioning

Voice-grade leased line
High-speed leased lines

Voice-grade leased lines

158 mi.

141 mi.

63 mi.

140

149
3

14

$ 4/mi.

4/mi.
34

4/mi.

4/mi.
34

10
180

10

$ 632

564
34

252

560
34

1, 490
540

140

Crookston to Morris

Morris to Minneapolis

Waseca to Minneapolis

Duluth to Minneapolis

Twin Cities campus

Duluth campus

$ 4, 246

TOTAL COMMUNICATIONS $12, 088

Computer s

Class F

Class B
Class F (West Bank)
Class E (Health Sciences)
Class Z (Time-Sharing)

Class E (Administrative Data
Processing)

100%

36%
100%

33%
145

terminals
1

$ 12, 000

85, 000
12, 000
25, 000

150/ mo
terminal
25, 000

$ 12, 000

31, 000
12, 000
8, 000

21, 750

25, 000

Duluth

Twin Cities

$109, 750

Mass Storage for Administrative Data Processing

$ 5, 460

388

(See Table 7q. 7.3, Appendix

Twin Cities

Duluth

H. 7)

827 million characters

45 million characters

$ 5, 848

GRAND TOTAL $160, 086

-2-
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Table H. 9. 2. Regionalized Univei sity System

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Crookston Type "m" teletype equiv. 3 75/mo 225

Waseca Type "m" teletype equiv. 2 75/mo 150

Morris Type "m" teletype equiv. 10 75/mo 750
Type "k" remote-job entry 1 800/mo 800

Duluth Type "1" CRT 2 100/mo 200
Type "m" teletype equiv. 14 75/mo 1, 050

Minneapolis Type "m" teletype equiv. 131 75/mo 9, 825
Type "k" remote-job entry 18 800/mo 14, 400
Type "i" high-speed terminal 2 2500/mo 5, 000
Type "f" satellite computer 1 Cost included in

(West Bank) computer cost

$ 32, 400

Multiplexors

Crookston, Waseca ADS 680 or equiv. 2 64/mo $ 128

Morris ADS 660 or equiv. 1 200/mo 200

St. Cloud ADS 680T or equiv. 1 95/mo 95
ADS 660 or equiv. 1 200/mo 200

Mankato ADS 680T or equiv. 1 95/mo 95

$ 718

Modems

Morris St. Cloud ADS 446 or equiv. 2 $ 200/mo $ 400
(two 2400 bps channels)

Duluth and Twin Cities Beil 201B or equiv. 2 73 Imo 146
2400 bps (for 3200-6600 and
query terminal communication)

Twin Cities Unconditioned private line 36 93/mo 3, 348
(ADS)

Modem costs for low-speed terminals are
included in terminal and computer costs.

$ 3, 894

-4-



Table H. 9. 2. (Continued

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Controllers

Twin Cities To support 18 medium-speed
terminals

18 ports $170 /port $ 3, 060

St. Cloud To support 1 medium-speed
terminal from Morris

1 port $170/port 170

$ 3, 230

Lines

Crookston to St. Cloud Voice-grade leased line 195 mi. 4/mi. $ 780

Morris to St. Cloud Voice-grade leased line 86 mi. 4/mi. 344

Waseca to Mankato Voice-grade leased line 25 mi. 4/mi. 100

Duluth to Twin Cities Voice-grade leased lige 140 mi. 4/mi. 560
Leased line conditioning 34

Twin Cities campus Voice-grade leased lines 149 10 1, 400
High-speed leased lines 3 180 540

Duluth campus Voice-grade leased lines 14 10 140

$ 3, 988

TOTAL COMMUNICATIONS $ 11, 830

Computers

St. Cloud (Crookston, Class D 12%* $ 40, 000 $ 4, 800
Morris)

Mankato (Waseca) Class D 2%* 40 000 800

Duluth Class F 100% 12, 000 12, 000

Twin Cities Class 13 35% 85, 000 30, 000
Class F (West Bank) 100% 12, 000 12, 000
Class E (Health Sciences) 33% 25, 000 8, 000
Class Z (Time-Sharing) 145 150/ 21, 750

terminals terminal
Class E (Administrative Data 1 25, 000 25, 000
Processing)

$114, 350

Mass Storage for Administrative Data Processing
(See Table H. 7. 3)

Twin Cities 827 million characters $ 5, 460

Duluth 45 million characters 388

$ 5, 848

GRAND TOTAL $164, 428 ]

* The costs of computing services from facilities outside the system are based on
average use rather than peak demand. -5-
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Table 11.9.3. State College System with Two Hubs and INWATS Lines

Type and Comments Q
Unit
Cost

Monthly
Cost

Terminals

Type "k" remote-job entry $800/mo $ 9, 600One for each of 12
terminal sites

Note: State College Board access to Hub computers is assumed to tte
OUTWATS or excess
for State College

capacity of the Hub INWATS. No
Board access.

cost med

Modems

Two for each terminal Rixon PM-24A or equiv. 24 90/mo $ 2,160
(one at terminal, one
at computer)

2400 bps

Controllers

St. Cloud To service 7 medium speed
terminals at the three
northern colleges

7 ports $1 70 /port $ 1, 190

Mankato To service 5 medium speed
terminals at the three
southern colleges

5 ports 1 70/port 850

$ 2, 040

Lines

St. Cloud, Mankato INWATS 7 $590/mo 4,130

Local Terminals to
computing centers or

Voice-grade leased lines
(local)

5 1 0/mo 50

to modems $ 4,1 80

TOTAL COMMUNICATIONS $ 8,380

Computers

Mankato Class E or 60% of Class D 1 $25, 000 $25, 000
Moorhead Class 1 1 2, 500 2, 500
Bemidji Class I 1 2, 500 2, 500

St. Cloud Class E or 60% of Class D 1 25, 000 25, 000
Southwest Class 1 1 2, 500 2, 500
Winona Class 1 1 2, 500 2, 500

$60, 000

Mass Storage for Administrative Data Processin:
See Table 11.7.8}

428 million characters, distributed ,
among the six colleges l $ 9,114

GRAND TOTAL $87, 094



Table H. 9. 3. (Continued)

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

One at each of the 12
terminal sites

Type "k" remote job entry 12 $800 /mo $ 9, 600

Modems

Moorhead Bell 201B 1 73/mo 73
ADS 448 (4800 bps over two 1 200/mo 200
2400 bps channels)

Bemidji ADS 448 1 200/mo 200
PM-24A 2* 90/mo 180

St. Cloud ADS 448 2 200/mo 400
Bell 201B 1 73/mo 73
ADS (for unconditional line) 4 93/mo 372

Winona Bell 20113 1 73 /mo 73

Southwest Bell 20113 1 73 /mo 73

Mankato Bell 20113 2 73/mo 146
ADS (for unconditiorol line) 6 93 /mo 558

$ 2,348

Controllers

St. Cloud To service 7 medium-
speed terminals at the
three northern colleges

7 ports $1 70/port $ 1,190

Mankato To service 5 medium-
speed terminals at the
three southern colleges

5 ports 170/port 850

_$ 2,040

Lines

Moorhead to St. Cloud Voice-grade leased line 2 at $ 4/mi $ 1,232
154 mi

Bemidji to St. Cloud Voice-grade leased line 140 rat $ 4/mi 560

Southwest to Mankato Voice-grade leased line 92 mi $ 4/mi 368

Winona to Mankato Voice-grade leased line 118 ml $ 4/mi 472

Local terminals to
center or to modems

Voice-grade leased line 5 lines $10/mo 50

State College hoard Assumed to use state OUT-
WA TS or "long Distance." No expense

here. I

allocated

_

* Two required for each terminal not in immediate vicinity of the 4800 bps Modem. If two
terminals located in the vicinity of their modem or computer, subtract two from this
requirement.



Table H. 9. 3. (Continued)

Type and Comments Quantity I

Unit
Cost

Monthly
Cost

Lines (continued) 5 lines $34 /mc' $ 170
C2 conditioning $ 2, 852

TOTAL COMMUNICATIONS $ 7, 240

Computers

St. Cloud Class E or 60% of Class D 1 $25, 000 $25, 000
Bemidji Class I 1 2, 500 2, 500
Moorhead Class I 1 2, 500 2, 500

Mankato Class E or 60% of Class D 1 25, 000 25, 000
Southwest Class I 1 2, 500 2, 500
Winona Class I 1 2, 500 2, 500

$60, 000

Mass Storage for Administrative data Processing
(See Table 13. 7.3)

426 million characters, distributed
among the six colleges

I

$ 9,114

GRAND TOTAL $85, 954

-9-
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Table H.9.4 State College System with Two Hubs and Leased Lines

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

One at each of the 16
terminal sites

Type "k" remote-job entry 16 $800/mo $12, 800

Modems

Moorhead ADS 448 (4800 bps in 2 1 $200/mo $ 200
2400 bps channels)
Bell 201B 1 73/mo 73

St. Cloud ADS 448 3 200/mo 600
PM-24A 6* 90/mo 540

Bemidji ADS 448 1 200/mo 200
PM-24A 2* 90/mo 180

Southwest Bell 201B 1 73/mo 73

Winona Bell 201B 1 73/mo 73

Mankato ADS 448 5 200/mo 1, 000
Bell 201B 3 73/mo 219
ADS (For unconditioned line) 6 ;13/mo 558

$ 3, 716

Controllers

Mankato To service 13 medium
speed terminals from 5
colleges, plus 3 at Mankato

16 ports $1 70/port $ 2, 720

Lines

Moorhead to Mankato Voice-grade 2 at $4/mi $ 1, 880
235 mt

Bemidji to Mankato Voice-grade 235 mi. $4/mi 940

Southwest to Mankato Voice-grade 92 mi $4/mi 368

Winona to Mankato Voice-grade 118 mi $4/mi 472

St. Cloud to Mankato Voice-grade 3 at
100 mi $4 hilt 1, 200

State College Board assumed
state OUTWATS lines or

to use
'long Distance."

No expense

C2 Conditioning 7 lines $34/mo 238

Local terminals to
center or to modems

3 lines 1 0/mo 30

$ 5,128

* rwo of these are required for each terminal not in the vicinity of the 4800 bps modem, or the
central computer. If two terminals are both to the vicinity of their modem or computer,
subtract two from this requirement.



Table H. 9. 4. (Continued)

Type and Comments Quantity
Unit
Cost

Monthly
Cost

TOTAL COMMUNICATIONS $11, 561

Computers

Mankato Class D 1 $48, 000 $48, 000
St. Cloud Class I 1 2, 500 2, 500
Moorhead Class I 1 2, 500 2, 500
Bemidji Class I 1 2, 500 2, 500
Southwest Class I 1 2, 500 2, 500
Winona Class I 1 2, 500 2, 500

$60, 500

, Mass Storage for Administrative Data Processing
(See Table H.7.3)

426 million characters, distributed
among the six colleges $ 9,114

GRAND TOTAL $93, 978---,

-12-
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Table H.9. 5 State College System with one flub at Mankato

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Type "k" remote-job entry 16 $800/rni $12, 800

Modems

Moorhead ADS 44B (Dual channel) 1 $200/mo $ 200
Bell 201B 1 73/mo 73

Bemidji PM-24A 2 90/mo 180
ADS 448 1 200/mo 200

Southwest Bell 20113 1 73 /rno 73

Winona Bell 201B 1 73 imo 73

Mankato PM-24A 4 90/mo 360
ADS 448 3 200/mo 600
Bell 20113 1 73 imo 73

St. Cloud ADS 448 5 200/mo 1, 000
Bell 20113 4 73 / mo 292
ADS (for unconditioncd line) 4 93 imo 372

$ 3, 496

Controllers

St. Cloud To service 16 medium
speed terminals

16 ports $1 70/port $ 2, 720

Lines

Southwest to St. Cloud Voice grade 1 1 2 mi $4/mi $ 998

Winona to St. Cloud Voice grade 162 mi $4/mt 698

Mankato to Si. Cloud Voice grade 4 at $4/mi 1, 600
100 mi

)Moorhead to St. Cloud Voice grade 2 at $4/mi 1, 232
154 mi

Bemidji to St. Cloud Voice grade 190 mi $4/mi 560

C2 Conditioning 8 34 /mo 272

Local terminals to
modems or computer 2 $10/mo 20

$ 4, 780

TOTAL COM 1UN1CATIONS $10, 996

-14-
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Table H. 9. 6. State Colleges with Hub at St. Cloud

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Computers

St. Cloud Class D 1 $43, 000 $48, 000

Mankato Class I 1 2, 500 2, 500

Moorhead Class I 1 2, 500 2, 500

Bemidji Class I 1 2, 500 2, 500

Southwest Class I 1 2, 500 2, 500

Winona Class I 1 2, 500 2, 500

$60, 500

Mass Storage for Administrative Data Processing
(See Table 11. 7.3)

426 million characters distributed
among the six colleges $ 9,114

GRAND TOTAL $93, 440
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Table 11.9.7. Central Administrative System for Junior Colleges

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Corn .uter

Cards are shipped to central
computer center by mail or
United Parcel Service.
Listings from computer run
are returned the same way.

Class F 1 $1 ...;, 000

Mass Sto21cs Administrative 1.talrmessh) g.

204 million characters $ 1,333

ee Table
,.7.

GRAND TOTAL $11,333
__,
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Table H. 9.8. Central Time-Sharing System for Junior Colleges

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Colleges outside Twin Type "m", including modem 36 $75/mo $ 2, 700
Cities area

Colleges in Twin Cities Type "m", including modem 46 75/mo 3, 450

$ 6, 1 50

Multiplexors

Ely
Virginia.

ADS 680 Multiplexor for
multidrop line configuration.
Up to four low-speed terra-

1

1

$64/mo
64 imo

$ 64

64
Hibbing inals per location. 1 64/mo 64
Grand Rapids 1 64/mo 64

Brainerd 1 64/mo 64
Cambridge 1 64/mo 64

Fergus Falls 1 64/mo 64
Willmar 1 64/mo 64

Worthington 1 64/mo 64
Fairmont 1 64/mo 64
Austin 1 64/mo 64

Rochester 3 G4/mo 192

Twin Cities ADS 680T for termination of 3 95/mo 285
16 channels

$ 1,1 8 1

Lines

International Falls to Ely Voice-grade leased lines 87 mi $4/mi $ 348

Ely to Virginia Voice-grade leased lines 41 mi $4/mi 164

Virginia to Hibbing Voice-grade leased lines 16 mi $4/mi 64

Hibbing to Grand Rapids Voice-grade leased lines 35 mi $4/mi 140

(;rand Rapids to Brainerd Voice-grade leased lines 70 mi $4/mi 280

Brainerd to Cambridge Voice-grade leased lines 73 mi $4/mi 292

Cambridge to Twin Cities Voice-grade leased lines 40 mi $4/mi 160

Thief River Falls to Voice-grade leased lines 129 mi $4/mi 516
Fergus Falls

Fergus Falls to Willmar Voice-grade leased lines 97 mi $4/mi 388

Willmar to Twin Cities Voice-grade leased lines 88 mi. $4/mi 352

Worthington to Fairmont Voice-grade leased lines 58 mi $4/mi 232

-20-



Table El, 9. 8 (Continued)

Type and Comments

Lines (continued

Fairmont to Austin

Austin to Rochester

Rochester to Twin Cities

Unit Monthly
Quantity Cost Cost

Voice-grade leased lines

Voice-grade leased lines

Voice-grade leased lines

75 mi $4/mi 300

36 mi $4/mi 144

72 hit $4/mi 288

$ 3,668

$ 4,849TOTAL COMMUNICATIONS

Computer Class Z time-shared system f82 ports $150/ $12, 300
port

GRAND TOTAL $23,299

-21-
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Table 11.9.9. Junior College Time-Sharing System Using Regional
Computer Centers

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Colleges Outside Twin Type "m" including modem 36 $75/mo $ 2, 700
Cities Area

Colleges In Twin Cities Type "m" including modem 46 75/mo 3, 450
Area

$ 6, 1 50

Multiplexors

Ely
Virginia

ADS 680 Multiplexor for
multidrop line configuration.
Up to four low-speed

1

1

Hibbing terminals per location. 1

Grand Rapids 1

Brainerd I

Fergus Falls 1 $64/mo $ 832
Willmar 1

Worthington 1

Fairmont 1

Rochester 3

Austin 1

St. Cloud ADS 680T Terminator 2 95/mo 190

Mankato ADS 680T Terminator 2 95/mo 190

S 1,212

Lines

International Falls to Ely Voice-grade leased line 87 mi $4/mi $ 348

Ely to Virginia Voice-grade leased line 41 mi $4 /mi 164

Virginia to Hibbing Voice-grade leased line 35 mi $4/mi 140

Hibbing to Grand Rapids Voice-grade leased line 70 mi $4/mi 280

Grand Rapids to Brainerd Voice-grade leased line 73 mi $4/mi 292

Brainerd to St. Cloud Voice-grade leased line 55 mi $4/mi 220

Thief River Falls to Voice-grade leased line 129 mi $4/mi 516
Fergus Falls

Fergus Falls to Willmar Voice-grade leased line 97 mi $4/mi 388

Willmar to St. Cloud Voice-grade leased lisle 50 rni $4/mi 200

Cambridge to Twin Cities Voice grade leased line 40 mi $4/mi 160

Worthington to Fairmont Voice-grade leased line 58 mi $4/mi 232

-23-



Lines (continued)

Fairmont to Mankato

Rochester to Austin

Austin to Mankato

Table H. 9. 9. (Continued)

Computers

Mankato - 16 Terminals

St. Cloud - 19 Terminals

Twin Cities -
47 Terminals

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Voice-grade leased line

Voice-grade leased line

Voice-grade leased line

40 mi

36 mi

60 mi

$4 1mi

$4/mi

$4/mi

160

144

240

$ 3, 484

TOTAL COMMUNICATIONS $ 4, 698

Class D 7.5%* 40, 000 $ 3, 000

Class D 9%* 40, 000 3, 600

Class Z time-shared
system

47 ports $150/port 7, 050

$13, 650

GRAND TOTAL $24, 496

* The costs of computing service from facilities outside the system are based on
expected average use rather than on peak demand.
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Table H.9.10. Area Vocational- Technical Schools Using Centralized Computer

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Type "k" remote-job entry
terminals (without stand-
alone capability)

7 $ 800/mo $ 5,600

Type "i" business mini-
computer terminals

17 2500/mo 42, 500

$48,100

Modems

One et each remote loca-
tion outside Twin Cities
area.

Rixon PM-24A
2400 bps Dial-up or equiv.

20 $ 90/mo 1, 800

One for each INWATS
line

Rixon PM-24A
2400 bps Dial-up or equiv.

13 90/mo 1,170

Two for each local blhool Bell 201B 2400 bps and
conditioning

4 107/mo 428

$11,168

Lines

100 houre of centeal computer time are needed per 8-hour
day by the schools not within the no-charge calling area of
the center (those requiring 12 hours are assumed to work
on a second shift, rather than having an additional terminal).

Thirteen INWATS lines would be required to supply the
100 hours per day needed.

Outside Twin Cities area INWATS 13 $590/mo 7,670

Within Twin Cities area Voice-grade leased lines 25 mi $4/rni 100

$ 7,770

TOTAL COMMUNICATIONS $18, 938

Computer

The 24 terminals require.
the equivalent of 17 8-
or 12-hour shifts per school
day. Each shift is equiva-
lent to one-half of a Class

Class F (800 transactions/
min)

106% $12, 000 $12, 800

H computer, or 850 trans-
actions/min. during an 8-
to 12-hour prime shift.

GRAND TOTAL $79, 838
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Table H.9.11. Area Vocatioital- Technical Schools Using Regional Centers

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Type "k" remote-job entry
terminals

7 $ 800/mo $ 5,600

Type "i" business mini-
computer terminals

10 2500/mo 25, 000

(non-center)

Type "i" terminals at: 7 2500/mo 17, 500
Duluth, Mankato, Mpls. /
St. Paul, St. Cloud (center)

$48,100

Modems

Users without private lines 2400 bps dial-up 10 90/mo $ 900
(INWATS users) Rixon PM-24A or equiv.

2400 bps dial-up 4 90/mo 360
Rixon PM-24A or equiv.
(at computers)

Users with private lines,
located at a distance
from centers:

2400 bps, Bell 20113
(at terminals)

7 107/mo 749

2400 bps, Bell 20113 7 107/mo 749
Moorhead (at coinFuters)
Willman
Alexandria
Hibbing
Faribarlt
Austin
Rochester

Users located neat
centers:

2400 bps dial-up
Rixon PM-24A or equiv.

7 90 /mo 630

(at ter ninals)
Duluth
Mpls. /St. Paul 2400 bps dial-up 7 90/mo 630
Mankato Rixon PM-24A or equiv.
St. Cloud (at computers)

$ 4, 018

-28-



Table H. 9. 11. (Continued)

Type and Comments Quantity

Lines

Moorheaa to St. Cloud

Alexandria to St. Cloud

Willmar to St. Cloud

Faribault to Mankato

Rochester to Mankato

Austin to Mankato

Hibbing to Duluth

Local lines from schools
in vicinity of centers to

. the center computers

INWATS (32 hours capacity
during 8-hour/day shift)

Voice -grade

Voice -grade

Voice-grade

Voice-grade

Voice -grade

Voice -grade

Voice -grade

Voice -grade

leased

leased

leased

leased

leased

leased

leased

leased

lines

lines

lines

lines

lines

lines

lines

lines

Unit
Cost

Monthly
Cost

4 $590 $ 2,360

154 mi $4 /mi 616

61 mi $4/mi 244

52 mi $4 /rani 208

38 rut $4 /mi 142

78 rni $4/mi 312

60 !Ili $4/mi 240

60 mi $4/mi 240

35 $4/mi 140

TOTAL COMMUNIcA

Equiv. number
of terminals
serviced
during 8-12

Computers hour day

Mankatv 3.75

St. Cloud 4.75

Twin Cities 4. 75

Duluth 3

Class D

Class D

Class 13

Class F

$ 4, 502

S $ 8, 520

(/v000 $ 1,300

i0, 000 1,700

1, 000 2, 600

12,000 2,300

$ 7,900

GRAND TOTAL $64, 520

Each equivalent terminal is assumed to work at about onehalf the rate of a Class
computer (100 transactions/minute). The ratio of this to the transaction capacity of the
computer to which the terminals are connected gives the per cent usage of that computer.
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Table H.9.12. Area Vocational-Technical Schools with Small
Computers and Terminals

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Terminals

Type "k" remote-job entry
terminals

7 $ 800/mo $ 5, 600

Type "i" minicomputer
terminals (noncenter
locations)

8 2500/mo 20, 000

Type "i" minicomputer
terminals (center locations)

7 2500/mo 17, 500

$43,100

Modems

Users without private lines 2400 bps dial-up 10 90/mo 900
(INWATS Users) Rixon PM-24A or equiv.

(at terminals)

2400 bps dial-up 4 90/mo 360
Rixon PM-24A or equiv.
(at computer)

Users located at a distance
from the center:

2400 bps, Dell 201D
(at terminals)

5 107/mo 535

Moorhead 2400 bps, Bell 20113 5 107/mo 535
Willmar (at computer)
Faribault
Austtn
Rochester

Users located near
centers:

2400 bps, dial-up
Rixon P. M -24A or equiv.

7 90/mo 680

(at terminals)
Duluth
Mpls. /St. Paul 2400 bps, dial-up 7 90/mo 680
Mankato Rixon PM-24A or equiv.
St. Cloud (at computer)

$ 3, 690

Lines

1NWATS (32 hours capacity
during 8 hour/day shift)

4 3590 2, 360

Moorhbad to St. Cloud Voice-grade leased line 154 mi $4/mi 61 6

Willmar to St. Cloud Voice-grade leased line 52 mi $4/mi 208

Faribault to Mankato yoke-grade leased line 38 mi $4/mi 152
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Table H.9. 12. (Continued)

Type and Comments Quantity
Unit
Cost

Monthly
Cost

Lines (continued

Rochester to Mankato Voice-grade leased lines 78 mi $4/mi 31 2

Austin to Mankato Voice-grade leased lines 60 mi $4/mi 240

Local lines from schools 35 mi $4/mi 140
in vicinity of centers to
the center computers

$ 4.028

TOTAL COMMUNICATIONS $ 7, 718

Equivalent no.
of terminals
serviced during

Computers 8-12 hour day_
1

Mankato 2.75 Class D 2. 5% $40, 000 $ 1, 000

St. Cloud 3.75 Class D 3.4% 40, 000 1,400

Twin Cities 4.75 Class 13 3.0% 85, 000 2, 600

Duluth 2 Class F 12. 5% 12, 000 1,500

Hibbing 1 H (360/25) 4, 000

Alexandria 1 H (360/25) 4, 000

$14, 500

GRAND TOTAL $62, 818

Each equivalent terminal is assumed to work at about one-half the rate of a Class 11
computer (100 transactions/minute). The ratio of this to the transaction capacity of
the computer to which the terminals are connected gives the per cent usage of that
computer.
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Table 11. 9.13. Deployment Configuration R-1
Fully Regionalized System

Associated Figure: R-1

This configuration is essentially the sum of the regionalizeti configurations
U-2, S -2, 31-2, and V-2 for the four public systems of higher education in
Minnesota. The only additional cost savings which ean be achieved within
higher education by full regionalization are as follows:

Addition of Crookston to the string of junior colleges
from Thief River Falls, rather than direct connection
to St. Cloud

Saving: $592/month

Addition of Waseca to the string of junior colleges
from Rochester and Austin, rather than direct
connection to Mankato.

Saving: $ 76/month

A Sharing of a single dual-channel leased line by the
state college and AVTS in Winona.

Saving: $252/month

In each case, the saving in line costs is partly offset by more expensive
modem or multiplexor requirements,

It should also be noted that the first two savings accrue not from full
regionalization, but from addition of the Waseca and Crookston Technical
Colleges to the Junior College System configuration, whatever it may be.

The following table summarizes the monthly costs of this configuration.

Configuration
Computer
System

Mass
Storage Terminals

Communi-
cations Staff Total

U-2 114,350 5, 848 32, 400 11,820 164, 428 $328. 856

S-2 60, 000 9,114 9,800 7, 240 05, 954 171, 908

.11-2 13, 850 8,150 4, 696 24, 496 48, 992

V-2 7, 900 .. 48,100 8, 520 64. S20

Savings 920 920

TOt ail a 195, 900 14, 962 96, 250 31,366 274, 878 $613.358
per month
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This appendix lists the enrollment and projected enrollment
data used for the analysis in the main report. Sources of data
are identified in footnotes. In some cases, a set of data may
not agree exactly with the total quoted for it. Where the dis-
crepancy is small, this may result from rounding off uncertain
numbers. Where the discrepancy is larger, the cause may be
use of data from two or more sources; e.g., projections for
individual institutions from a system administration, and over-
all Higher Education Coordinating Commission estimates for a
system or for all systems. When data are needed for years
other than those listed, they are obtained by linear interpolation.
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Appendix 11.10. Summary of Enrollment Data and Projections for
Minnesota Post-Secondary Education

(Actual) (Projected)

1969-70 a 1975-76 1980-81

Total F. T. E. Total d F. T. v. f Total d F. T. E. f

Univeraity of Minnesota
-gystem Totals 50, 41 5 44, 610 63, 050c 56, 900 74, 350 66 , 600

Twin Cities 42, 884 37, 327 50,150c 43, 700 57, 050 49, 700
Duluth 5, 580 5, 259 8, 500c 8, 050 11, 000 10, 400
Morris 1, 510 1, 575 2,800c 2, 900 4, 000 4, 150
Crookston 441 459 1, 000c 1, 014 1, 500 1, 560
Waseca -- -- 600 600 800 BOO

State Colleges
7111-etn Totals 37, 681 35, 528 48,844 46,100 61,412 58, 000

Bemidji 4, 716 4, 652 5, 857 5, 790 7, 286 7, 180
Mankato 12, 090 10, 960 15, 045 13, 640 18, 713 17, 000
Moorhead 5, 235 5, 249 8, 988 ?, 000 8, 691 8, 710
St. Cloud 9, 557 8, 863 12, 028 11,160 14, 061 13, 870
Southwest 2, 206 2,1 53 4, 209 4,100 5, 895 5, 750
Winona 3, 877 3, 651 4, 71 7 4, 440 5, 868 5, 530

State Junior Colleges
31 stein tita s 17, 544 15, 914 2A, 080 26, 200 35, 450 32, 200

Anoka-Ramsey 2,127 1, 869 3, 420 3, 000 4, 000 3, 500
Austin 932 859 1, 300 1, 200 1, 500 1, 400
Brainerd 535 527 650 640 750 740
Cambridge -- -- 400 365 700 640
Fairmont -- -- 400 365 700 640
Fergus rolls 602 578 780 750 900 865
!Jibbing 811 786 900 070 1,000 957
Inver Hills -- -- 2, 000 1, 800 3, 000 2, 700
Itasca 610 601 750 740 800 790
Lakewood 1, 093 939 3, 000 2, 600 3, 500 3, 000
Mesabi 783 778 900 900 1,000 990
Metropolitan 1,154 935 2, 000 1, 600 3, 000 2, 400
Normandale 2, 531 2,167 3, 500 3, 000 4, 000 3, 400
North Hennepin 1, 753 1, 592 3,300 3, 000 4, 000 3, 600
Northland 379 352 435 400 500 465
Rainy River 369 335 440 400 500 450
Rochester 2, 1 40 1, 910 3, 000 2, 700 3, 500 3, 1 50
Vermilion 158 243 350 330 400 375
Willmar 770 717 805 750 900 840
Worthington 897 706 750 760 SOO 825
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Appendix H.10. Summary of Enrollment Data and Projections for
Minnesota Post-Secondary Education (Continued)

(Actuil) (Projected)

1969-70 a

Total

1975-76 1980-81

F. T. E. Total d

Private Colleges (4-year
Totals for All Minnesota 27,137
Private 4-year Colleges

F. T. E. f Total d

27, 627 33,189e

Area Vocational-Technical
Schools ti

raids for State

Alexandria
Anoka

Austin
Bemidji
Brainerd
Canby
Duluth
Evelth
Faribault
Granite Palls
Hibbing

Jackson
MatAato
Minneapllis
Moorhead
Pine City
Rochester
St, Cloud
St. Paul
Tief River Fails
Widens
Willmar
Wi hot*

TOTALS g

TOTAL PUBLIC POST-
SECONDARY

13,435

1969-70

F'. 1. E. f

33, 800 36, 4270 37,200

20,449e 39, 850c

074-75 1979-80

Data Data Data
Pro- Account- Pro- Pro-
cessing b ing b ceasing b tx g b cesstng b

Account-
ing 1)

95

60

27

46

- -

76

69
33

25

N/A

45

21

67 150 90 200
90 110
55 -- 55

21 .. 30

15 -- 60

24 60

60 80 93 80

16 -- 30

18 25 30 40

19 -- 40 --- 100 - - 100
24 30 48 40
39 95 70 105
33 45 45 50

28 80 40 80

21 20

11 72 .
NIA N/A N/A N/A

27 73 44 89

10 . 40 --
20 18

67 35 145 SO

41 128

100

40

80
60

30

40

60

48

85
50

40

20
96

N/A

70

GO

20

150

1 50

Headcount Headcount Headcount
(1969-701 0976-761 080.811

146,212 202, 864 135, 4 55

119,075 169,675 219, 018
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Appendix H.10. Summary of Enrollment Data and Projections for
Minnesota Post-Secondary Education (Concluded)

a Total and Full-Time Equivalent Enrollment by Level in Minnesota Post-
Secondary Institutions, Fall 1969. Minnesota Higher Education Coordina-
ting Commission, December 1969.

b Enrollment data is listed only for those Area Vocational-Technical Schools
with programs in data processing or accounting. The source of the data
is the Division of Vocational-Technical Education, Minnesota State Depart-
ment of Education.

c These figures are derived by linear interpolation from data for 1969-70
and projections for 1980-81.

d Institution41 or system enrollment projections.

e System projections obtained from the Minnesota Higher Education Coordina-
ting Commission.

f Full-time equivalent enrollment projections are estimated by multiplying
the total enrollment projections by the ratio of FTg-to-total enrollment
for 1969-70.

g The total projected enrollment for all post-secondary institutions in
Minnesota (including only the four-year private institutions) were obtained
from the Minnesota Higher Education Coordinating Commission.
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